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Abstract—The existing gesture-based operating systems can 

only simply operate a single piece of software or a specific 

system, and are not compatible with other applications of 

mainstream operating systems. In this paper, based on the 

MediaPipe gesture recognition framework, we design 

HandMouse, a virtual mouse system that operates using hand 

gestures. It has the following characteristics: 1. The user does not 

have contact with the computer hardware when using the 

system; 2. It requires only one hand to operate, and the design of 

the gesture considers the ergonomics of the hand; 3. It has most 

of the functions commonly used in a physical mouse; 4. It can 

locate the operating area with relative precision. We invited 27 

participants to use and evaluate the virtual mouse and then 

conducted an experiment to compare the performance of the 

virtual mouse with the physical mouse. The results show that this 

virtual mouse has a good learning effect and is a great alternative 

to the physical mouse in public places. The demonstrated 

operation video is available on 

https://github.com/wanzhuxie/HandMouse-IJACSA. 

Keywords—Virtual mouse; ergonomics; gesture; MediaPipe 

I. INTRODUCTION 

Gesture recognition has been the subject of research for 
several decades. As early as 1997, paper [1] has provided a 
comprehensive summary of the accumulated technology of 
gesture recognition at that time, and it has experienced rapid 
development over the past 20 years. There are approximately 
four research directions for gesture recognition. The first 
direction involves the use of physical sensors to transmit 
information. For example, papers [2, 3] described sensor 
gloves with gesture recognition capabilities, while the system 
proposed in paper [4] processes finger pressure signals, and a 
virtual keyboard was designed in paper [5]. The second 
direction involves the use of cameras to extract finger 
information. Although physical sensors are not in direct contact 
with the computer, the recognition process requires the 
assistance of gloves of different colours to help the computer 
identify gestures, as described in papers [6, 7]. The third 
direction focuses on processing images without external 
elements to assist the computer. Advanced algorithms are used 
to extract hand images from gestures and infer their meaning, 
as demonstrated in papers [8-10]. The fourth direction involves 
inferring the coordinates of the key points of the hand and 
leaving the recognition of gestures to the specific gesture 

designers. This allows designers to consider more details and 
design a wider range of gestures. Deep learning techniques are 
commonly used for this purpose, for example, in 2016, paper 
[11] presented a gesture recognition system based on recursive 
3D convolutional neural networks, achieving an accuracy of 
83.8%. In 2017, a paper [12] trained a hand recognition model 
using 18,000 stereo hand images and the 3D key points in each 
image in different scenes, demonstrating a good tracking 
performance. In 2019, Google Artificial Intelligence 
Laboratory released an open-source gesture recognition 
framework called MediaPipe Hands [13], which continues to 
be maintained. MediaPipe Hands was trained using 300 million 
real-life hand gesture images with the corresponding 3D key 
point coordinates of the hand, achieving an overall recognition 
accuracy of 95.7%. 

Thanks to the increasing efficiency and accuracy of gesture 
recognition technology, it has a wide range of applications in 
areas such as sign language recognition, remote-controlled 
robots, and human-computer interaction (HCI) [14-16]. 
Compared with the traditional mouse click or touch screen 
operation, it is more popular to add gesture operation into 
human-computer interaction system [17]. Gesture operation 
has significant appeal to customers due to its novelty, and the 
potential purchasing power of customers may be stimulated by 
the exploration or trial of gesture control. Gesture operation 
enables humans to have no physical contact with the machine, 
allowing users to be at a greater distance from the device, 
which enables a better layout planning for venue managers, 
prevents accidental damage caused by customers touching the 
device, and prevents the spread of diseases caused by touching. 
In paper [18], preliminary research on gesture output of 
Chinese was conducted. In paper [19], a gesture-based image 
viewer software was designed and applied to touchless 
operations in surgical room scenarios. The study in [20] 
proposed a gesture recognition method for controlling in-car 
devices. Furthermore, gesture recognition has been applied in 
gaming interactions as discussed in papers [21, 22], and an 
interesting study conducted in paper [23] explored the use of 
gestures for simple coding purposes. 

Since the gesture commands have been used to realize the 
simple control of specific software, can they be further 
developed by using gestures to realise the functions of the 
physical mouse, such as the commonly used left-clicking, left-
double-clicking, right-clicking, etc.? The answer is yes. At 
present, the gesture-based system can realize all or some of the *Corresponding author 
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functions of the physical mouse and allow the operator to have 
no direct contact with the machine hardware, for what we can 
call it a virtual mouse. The virtual mouse has been the subject 
of extensive research by many researchers over the last decade. 
Although the result presented in paper [24] focused on the 
virtual keyboard input, its techniques are still relevant to the 
virtual mouse and serve as a valuable reference. Paper [25] 
employed a two-layered Bayesian network technique for 
gesture recognition and designed a virtual mouse system. Paper 
[26] designed a gesture-based virtual controller for 
manipulating 3D objects, taking into account the 3D data of 
finger movements. In paper [27], used convolutional neural 
network technology to recognise finger and fist gestures, and 
then developed a simple virtual mouse control system. 

However, current gesture operations are specific to 
particular systems or software, where each gesture represents a 
specific command for a particular software. Unlike a physical 
mouse, these gestures are tailored to specific software and lack 
universality. 

Based on existing gesture recognition technology, 
combined with the physiological structure of the human hand, 
this paper designs a set of simple and easy-to-use mouse 
operation gestures. On this theoretical basis, this paper presents 
an absolutely contactless, entirely gesture recognition-based 
virtual mouse system. The virtual mouse is independent of the 
software that is being operated and has a high degree of 
versatility. With relatively comprehensive functions, the virtual 
mouse is like a physical mouse, and most of the functions that 
can be achieved with a physical mouse can also be achieved 
with the virtual mouse. The general flow of the system is 
shown in Fig. 1, where the video frame image is captured by 
the camera, and the key points of the hand are detected by 
MediaPipe. The gesture recognition module analyses the 
coordinates of the key points and identifies the current gesture. 
When a pre-defined gesture is made, the mouse operation 
module immediately releases the mouse signals to operate any 
software. 

 

Fig. 1. The system architecture of the virtual mouse system. 

II. FOUNDATIONS 

A. Key Points of a Hand 

There are many ways to recognize various gestures, such as 
feature matching, extraction of hand key points, and so on. 
Feature matching can only recognize the pre-defined hand 
postures, while key points extraction supports all kinds of hand 
posture, which has stronger speculation ability. As shown in 
Fig. 2, the 21 key points can basically describe the gesture 
information of a hand, and the recognition of gesture can be 
transformed into the analysis of the key points and further into 
the conversion of abstract image information into specific 
mathematical information. In this paper, Pn is used to represent 

the key points at a specific position, where  0,20n , and the 

sequence number of the starting key point is 0.  
Fig. 2. Key points of a hand. 
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B. MediaPipe 

MediaPipe is a cross-platform machine learning framework 
[28] that includes a number of sub-frameworks such as gesture 
recognition, face recognition, whole-body posture recognition, 
3D object coordinate inference and so on. It has been widely 
used in many areas of life and industry. Papers [29-31] apply 
MediaPipe to home sports equipment, gesture language 
expression system, and human posture simulator. With the 
assistance of MediaPipe, papers [32, 33] developed the 
measurement system for some human rehabilitation 
movements and the abnormal gesture detection system for 
patients with the nerve injury. Paper in [34] developed a human 
emotion detection system using MediaPipe. 

MediaPipe Hands is one of the frameworks of MediaPipe, 
which supports five fingers and gesture tracking, and can infer 
21 stereo nodes of one hand from a frame image. Even if the 
palm is partially displayed or the hands are self-occluded, it 
can achieve high robustness, high performance, and low time 
consumption, so it has been applied in a variety of fields. Paper 
[35] designed a sign language expression system for Japanese; 
paper [36] captured the motion trajectory of fingers by 
analyzing the 3D coordinates of the key points of hand, and 
then designed an air-writing system; paper [37] used 
MediaPipe to identify the driver's hand information in a driver 
distraction warning system. 

The system described in this paper also uses MediaPipe 
Hands to extract the coordinate information from the 21 key 
points of the hand. It reads each frame image captured by the 
camera and provides three coordinate values of the key points. 
Since the image can be scaled to meet the needs of image 
analysis, information transmission, image display and so on, 
when it is processed, the original coordinate values of the key 
points are normalised values, i.e. each coordinate value is a 
proportional value relative to the image size. The normalized 
datum of the X and Z coordinate value is the width of the 
image, and the normalized datum of Y coordinate value is the 
height of the image. Therefore, before using the coordinate 
value of key points, it is necessary to calculate the pixel 
coordinates of key points according to the frame image size 
obtained by the camera. 

Although the performance of the MediaPipe Hands was 
excellent, there is a drop in recognition accuracy when the 
background colour is similar to the hand colour, or when the 
overall lighting is poor. The user may also make errors. The 
system therefore optimises the recognition reliability of 
MediaPipe. When recognising the current gesture, it is only 
considered to have changed if the camera captures the same 
gesture three times in a row. Otherwise, it is considered a 
single misrecognition by MediaPipe or the user, and the 
recognition result of the previous frame is returned. 

C. Coordinate System 

The default coordinate system of the display screen of the 
system takes the upper left corner as the origin, the horizontal 
right direction along the screen is the positive direction of the 
X axis, and the vertical downward direction along the screen is 

the positive direction of the Y axis. The coordinates (Xmax, 
Ymax) of the bottom right corner of the screen are related to the 
screen resolution. When analyzing gestures, the larger the Y 
coordinate of the hand key point, the lower the position of the 
point. 

III. BASIC DESIGN OF GESTURE OPERATIONS 

A. Design Principles 

First of all, we give three design principles: 

1) Single-handed operating. Although two-handed 

operation can express more information, as in the application 

scenarios in [38-40], it also increases the demands on the 

operator. Compared with single-handed operation, it has two 

disadvantages. Firstly, the operator has to raise both hands at 

the same time to make gestures during the operation and may 

feel tired after a short time. Secondly, when two hands are 

operating together, they may be required to make different 

gestures, so the error rate of two-handed operation may be 

higher than that of single-handed operation or the operation of 

two hands making the same gesture. 

2) Simple gestures considering. Due to the physiological 

structure of the hand, most people can't stretch out their ring 

finger alone as easily as their index finger. They need to work 

with other adjacent fingers to make gestures quickly and 

accurately. Therefore, the system does not use the ring finger 

alone as an indication signal, which reduces the probability of 

error gestures. 

3) Multiple postures of hand supporting. In the process of 

specific operation, many scholars have studied the palms 

parallel to the display screen as a condition for gesture 

recognition [8, 25, 39, 41]. Meeting this condition can indeed 

improve the accuracy of detection, but it is not a small 

challenge to the user's physical strength and patience. In fact, 

if the palm plane is kept parallel to the screen all the time, the 

user's arm and wrist will feel tired in a short time and will not 

be able to perform gesture operations, which will reduce the 

user's use experience and may also cause the user's resistance. 

What can be determined is that people would prefer the 

system to be compatible with multiple postures of the same 

gesture, so that different postures can be changed during a 

long period of operation to alleviate the fatigue caused by 

gesture operation. Therefore, the system supports any angle 

between the palm plane and the screen plane, and users can 

make gesture signals according to their customary posture. All 

postures shown in Fig. 3 indicate that only the index finger is 

extended. It should be noted that, for ease of expression and 

understanding, all the gesture images in this paper are 

generated from the perspective of the operator. The gesture 

image captured by the camera should be the image observed in 

the opposite direction. However, this does not affect the 

design of the algorithm. As mentioned above, the system 

supports multi-position operation. 
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Fig. 3. Multiple gestures express that only the index finger is extended. 

B. Gesture Unit Judgment 

In this paper, the gesture of a single finger is called a 
gesture unit. The gesture unit has two states, the extension and 
closed of the finger. Each gesture signal is a combination of the 
states of each finger. To improve versatility and fault tolerance, 
this system does not consider the angle between fingers, but 
only whether each finger extends. We use five binary numbers 
to represent gestures for the convenience of display. Each 
number represents the extension and closed of the 
corresponding finger, with 1 representing the extension and 0 
representing the closed. The numbers from left to right 
represent the status of the thumb, index finger, middle finger, 
ring finger, and little thumb. For example, [01000] means that 
only the index finger is extended. 

For the other four fingers except the thumb, the extended 
condition is that the fingertip’s key point is above its 
corresponding three other key points as shown in Fig. 2, as 

   i jY P Y P
    (1) 

where,  8,12,16,20i is the key point indexes of the 

fingertip and [ 3, )j i i   is one of three other key points 

indexes.  

This determination method is suitable for the scenario 
where multiple fine-tuned gestures are used to express the 
same signal, reducing the fatigue caused by the user making 
the same gesture for a long time. 

For the thumb, the relationship between the thumb and the 
other four fingers is determined first, and then its extension and 
closed are determined based on the coordinate relationship 
between the thumb tip key point and the other key points of the 

thumb. If    172X P X P , we define the handedness to be the 

right, and if    3 4X P X P , then the thumb is closed, 

otherwise it is extended. Similarly, if    172X P X P , we 

define the handedness to be the left, and if    3 4X P X P , 

then the thumb is closed, otherwise it is extended. 

C. Gesture Operation Area 

Mouse movement is the most common operation, and in 
terms of the difficulty of making gestures, it is easier to extend 
the index finger alone. In addition, using the index finger to 
guide the mouse pointer is also in line with the public's 
understanding of the habit. Therefore, this system uses the 
extension of the index finger as the signal to set the mouse 

position, and the mouse pointer moves with the movement of 
the tip of the index finger. 

 
Fig. 4. The correspondence between the screen area and image area. 

As shown in Fig. 4, S indicates the display screen area, So 
indicates the active area of the index fingertip on the screen S, 
which should be significantly smaller than S, otherwise it will 
cause two problems. Firstly, the components at the bottom of 
the screen cannot be operated because when the index fingertip 
is at the bottom of the screen, the hand is outside the screen 
area, and the recognition rate of a hand is very low, or even 
impossible. Similarly, when using the right hand, the 
components on the right side of the screen cannot be 
manipulated, and when using the left hand, the components on 
the left side of the screen also cannot be manipulated. 
Secondly, if the active area of the index fingertip is larger, the 
active area of the human hand will also be larger, and the range 
of activity of the arm will increase, which not only tires the 
arm, but also takes time to position the pointer. In fact, when 
the physical mouse is positioned, it will move much less than 
its pointer. Therefore, the size of So should be consistent with 
the motion range of the index fingertip when only the wrist is 
active. It is therefore necessary to map the fingertip coordinates 
in So to S in order to set the pointer coordinates. 

In fact, there is another intermediate area between So and S, 
which is the corresponding area Io in the image of So on the 
screen, as shown in Fig. 4, where I is the area of the image 
captured by the camera. It should be noted that the height-
width ratio of the image may not be the same as that of the 
screen. The coordinates of each key point of the hand are 
captured from the image, so the operation area in the image 
should be considered initially. But when the system is working, 
it is not necessary to display the image area, shown at the top 
right of Fig. 5, on the screen. The operator is not obliged to 
calculate the mapping relationship between the image and the 
screen, but only needs to customize the operation area on the 
screen. Depending on the size of the image, the system first 
maps the user-defined operation area So onto the operation 
area Io and then maps Io onto the screen, so that the index 
fingertip can wander around the entire screen and operate on 
target objects at any position. The above mapping process is 
also shown in Fig. 4. 

It needs to consider multiple factors when setting the area 
of So. If the area is too large, the swing range of the user's arm 
needs to increase, which will increase the user's fatigue. If the 
area is too small, because the area is mapped to the entire 
screen area, the slight movement of the fingers in this area may 
produce a large mouse pointer movement effect on the entire 
screen, which will affect the positioning accuracy. By default, 
the system sets the size of So to a quarter of the screen size and 
places it in the centre of the screen. In fact, the size and 
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position of the operation area depend on the relative position of 
people and cameras. In order to adapt to cameras with different 
parameters or different installation positions of cameras with 
the same parameters, the system supports the operators to 
adjust the operation area. 

 
Fig. 5. The real screen area and the image area. 

D. Mouse Position Calculation 

Before performing mouse operations, the operator needs to 
use the tip of their index finger to locate the target position on 

the screen. We use  ,
s

f x y  representing the coordinates of the 

index fingertip on the screen, and then we will derive and 
calculate it. 

If Rio indicates the size of the operation area in the image, 
Ri indicates the size of the image, Rso indicates the size of the 
operation area in the screen, and Rs indicates the size of the 
screen. They have the following corresponding relationship. 

/ /io i so sR R R R
     (2) 

The width and height of each of the four areas satisfy the 
above relationship, i.e., the four dimensions above can 
represent both width and height. 

From the mapping relationship between So and Io we can 

see that any position in So (the image operation area)  ,
io

f x y

and the corresponding position  ,
so

f x y  in Io (the screen 

operation area) have the relationship. 

   , ,io

io so

so

R
f x y f x y

R


         (3) 

From the mapping relationship between Io and S, the 

position of the fingertip in S (the screen)  ,
s

f x y  has the 

following relationship with the corresponding position 

 ,
i

f x y in I (the image). 

      , , ,s

s i iom

io

R
f x y f x y f x y

R
 

  (4) 

Where,  ,
iom

f x y is the upper left corner of Io (the image 

operation area), which can be obtained by the following 
equation. 

     
s s

, = , = ,io i

iom om om

so s

R R
f x y f x y f x y

R R
 (5) 

Where,  ,
som

f x y is the upper left corner of So (the screen 

operation area). 

From above equations, we can express the relationship 

between  ,
s

f x y and  ,
i

f x y as 

     
2

s
, , ,s i

s i om

i so s

R R
f x y f x y f x y

R R R

 
  

   (6) 

Where, the screen size Rs is fixed; the image size Ri is 
depends on the camera settings and is also known. The size of 
the screen operation area Rso and its upper left corner 

 ,
iom

f x y are user defined or system default given values, 

which are also known. So  ,
s

f x y varies with the variable

 ,
i

f x y , and the latter can be calculated by the logic of the 

image processing section described above, up to this point we 
obtain an expression for the coordinates of the index fingertip. 

In order to ensure that the value of the index fingertip's 

coordinate  ,
s

f x y does not have a negative value or a value 

that exceeds the screen area, we place a restriction on the final 
mouse pointer coordinate value, and the X-coordinate of the 
mouse pointer satisfies the following equation. 

 

   

   

 

, - ,00 ,

, , ,

, ,
, 0,

xs

x s x x s xs

s
x s xs

f x y

P R f x y R

f x y
f x y R

 


  

         (7) 

Similarly, the Y-coordinate of the mouse pointer satisfies 

 

   

   

 

y

, - ,00 ,

, , ,

,,
, 0,

ys

s y y s ys

s
y s ys

f x y

P R f x y R

f x y
f x y R

 


  

  

   (8) 

where, s xR is the width in pixels of the screen, s yR is the 

height in pixels of the screen,  , xs
f x y is the theoretical X-

coordinate of the mouse pointer in the screen and  , ys
f x y is 

the theoretical Y-coordinate of the mouse pointer in the screen. 

E. Mouse Sensitivity Design 

Due to the hand inevitable tremor in front of the camera, 
the mouse pointer on the screen often frequently jump caused 
by the small movement of the hand. Hand tremor is 
unavoidable, and we can only minimise the effect caused by it 
[42]. The position can be recorded and compared with the last 
recorded position, and if the difference is within a certain error 
range, it is considered to be an invalid signal caused by hand 
tremor. In fact, this method filters out the effect of hand tremor, 
but it also ignores the signals that occur when the user actually 
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intends to move the mouse to another near position. 
Additionally, when the mouse is moved using gesture signals, 
the movement of the mouse pointer is not smooth, but rather 
jumps in discrete steps, with the step size depending on the 
error value. This may result in a less smooth user experience. 

For mouse pointer positioning, this system detects the 
coordinates of the index fingertip on the screen and calculates a 
weighted value by combining the fingertip coordinates with the 
current mouse pointer position as the new pointer position. 

The specific algorithm is as follows: 

Step 1: Record the last mouse pointer coordinates 

 ,l lP x y . 

Step 2: Detect the coordinates of the index fingertip in real 
time and calculate the weighted result of the fingertip 
coordinates and the last mouse pointer coordinates. 

        , ,,r r l l c l c lx y P x y P a x x b yP y   
   (9) 

where,  ,r rP x y is the weighted coordinates, 
c,cx y  are the 

X and Y coordinates of the current index fingertip point 
respectively, a and b are constants, their range is all (0,1], 
when a = b = 1, it is equivalent to using the current fingertip 
coordinates as the coordinates of the mouse pointer. 

The system correlates the value with the screen resolution, 
i.e. 

s x

s y

Ra

b R


   (10) 

Step 3: The weighted result of the fingertip coordinates and 
the last mouse pointer coordinates may have values that are 
outside the screen area, so the weighted result is constrained 
similarly to the “(8)” and “(9)” to ensure that the mouse pointer 
coordinate values are not outside the screen area. 

IV. GESTURE DESIGN 

A. Signal Categories and States 

The Fig. 6 is the logic flow chart of the system operation, 
the blue rectangle indicates the system state, we define three 
states for the system, respectively, the Ready state, which is the 
first state after the system initialisation, the Pressing state 
during the mouse pressing process, and the Adjusting state 
during the operation area adjustment process. 

The solid rounded rectangle represents the operation 
signals. Considering the mouse operations commonly used in 
the operating system, the operation signals of this system are 
left click, left double click, right click, scroll wheel up, scroll 
wheel down, left button press, and left button release, which 

are seven signals in total. Except for the two operations of 
scroll wheel, the other operations need to accurately locate the 
target area before the operation actions, so we call them 
locating operations, and the two operations of scroll wheel are 
called non-locating operations. In addition to mouse 
operations, the system supports customisation of the operation 
area, including setting its size and position. After initialization, 
if the system detects that only the index finger is extended 
[01000], it enters the Ready state, in which the mouse pointer 
follows the tip of the index finger. 

The dashed rectangular rectangles indicate the indication 
signals, which are used to support the state switching and 
operation signaling. 

The design of the gesture signals is the core of this system. 
For the Locating operations, the first step is to move the mouse 
pointer to the target object. Once the mouse pointer is placed, it 
should be held still while the corresponding gesture signal is 
performed. When making a gesture signal, the index finger 
should be extended as it plays a role in the composition of the 
gesture signal. If the index finger needs to be closed during this 
time, the spatial position of the index finger would change 
from extended to closed, making it difficult for the system to 
recognise the actual purpose of the index finger movement. It 
could be interpreted as a signal for an operation or simply as a 
movement of the mouse pointer. Therefore, the index finger 
should remain extended for positioning operations. 

Indeed, if someone wants to keep the index finger away 
from the next action signal, an intermediate state can be 
introduced before the Locating operation. In this state, the 
mouse pointer no longer moves with the movement of the 
index fingertip, but remains stationary on the target object until 
the next signal action. During this time, the index finger can 
move freely to perform gestures. However, using this approach 
would require at least two actions to simulate one operation of 
the physical mouse, including a state transition action and a 
mouse operation action, which may introduce inconvenience in 
the operation process. Therefore, this system adopts the 
method that the index finger participates in the gesture signal 
composition for the locating operations. 

Furthermore, it should avoid making gestures that may 
cause significant changes in the position of the index fingertip 
for the next operation. For example, extending the ring finger 
may cause an obvious change in the position of the index 
fingertip. As mentioned earlier in the discussion of mouse 
sensitivity, any change in the position of the index fingertip 
will have a larger impact on the screen. Due to this change, the 
mouse pointer may have moved beyond the intended target 
area. In fact, the extension and closing of the thumb have 
minimal impact on the other four fingers. Therefore, the system 
does not utilize an intermediate state but directly uses the 
thumb to send the operation signal. 
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Fig. 6. System flow chart. 

B. Operation Signal Design 

1) Left clicking, pressing and releasing: Precision control 

and user comfort are two essential considerations in gesture 

operations [42, 43]. When designing the signals, the frequency 

of use of each operation is an important consideration. The 

more frequently an operation is used, the simpler the 

corresponding gesture should be. Left-clicking is the most 

frequently used mouse operation, and we use the index finger 

as the corresponding gesture for it, similar to the approach 

used in the references [44, 45]. When users want to left-

clicking on an object, they first extend their index finger 

[01000] and place the mouse pointer over the target area. 

Keep the index finger stationary, the thumb can be extended. 

Then the system will detect the [11000] gesture, which 

represents the execution of a left-clicking. After the click, the 

thumb should immediately close, maintaining the [01000] 

gesture to guide the mouse pointer for the next operation. If 

the thumb remains extended in the target position for more 

than 0.5 seconds, the system performs a pressing operation on 

the target position. 

The Pressing state is a specific state designed for dragging 
files. In the Ready state, if the gesture [11000] is held for 0.5 
seconds, the system switches from the Ready state to the 
Pressing state. Similar to the logic of a physical mouse, the 
pressing action is executed by the system regardless of whether 
there is a target object under the mouse pointer. In the Pressing 
state, the mouse pointer drags the file along with the movement 
of the index finger until the thumb is retracted, at which point 

the system releases the left button and stops dragging, and the 
system immediately return to the Ready state. 

To provide clearer feedback on the current state of the 
system, a semi-transparent coloured halo can be displayed 
around the mouse pointer in the Ready state. Fig. 7 shows the 
effect of the halo on the target position with four different 
background colours. This halo not only serves as an indicator 
but also helps visualize the position of the mouse pointer. 
When the system transitions to the Pressing state, the halo is 
hidden to prompt the user for the current drag operation. This 
is, of course, optional, and unless the scene has a complex 
background, it is recommended not to use a coloured halo as it 
may affect the activity of the pointer. 

 

Fig. 7. The halo effect with different background colours. 

2) Left-double-clicking: The left-double-clicking operation 

is also commonly used. From a conventional standpoint, a 

double-clicking consists of two single-clicks operations, as is 

the case for the physical mouse. However, when sending a 

signal, gesture-operated systems generally have a much larger 

range of motion than the physical mouse. As a result, the time 

required to perform a double-clicking operation is 

significantly longer than that of a physical mouse operation. In 

addition, performing a left-clicking gesture in this system 
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requires the thumb to be extended and closed once 

respectively, which can lead to hand fatigue after multiple 

operations. Therefore, our system uses a combination of the 

index and middle fingers as the gesture signal for the left 

double-click. In this case, the user only needs to extend and 

close the thumb once. When the user wants to make a left 

double-click on a target area, they can extend both the index 

finger and middle finger, and the mouse pointer will still 

follow the movement of the index fingertip. Once the pointer 

is over the target area, extending the thumb completes the 

double-click. This approach is similar to the method described 

in study [45]. 

3) Right-clicking: Similarly, the gesture corresponding to 

the right click is the combination of the index, middle and ring 

fingers. However, due to the physiological structure of the 

human hand, the ring finger has less dexterity than the other 

fingers, so the system accepts that the little finger can also act 

as the ring finger, and the ring finger can of course act on its 

own. Therefore, there are three gestures corresponding to the 

right-clicking, respectively [01110], [01101] and [01111]. 

4) Wheel scrolling and pausing: In most scenarios, 

scrolling operations with the mouse wheel do not require 

precise positioning of the mouse pointer. This system uses the 

gesture [00100] as the signal for scrolling the mouse wheel 

forward, and uses the gesture [10100] for scrolling the mouse 

wheel backward. In the Ready state, any gesture other than 

those mentioned above can temporarily pause the current 

scrolling operation. 

C. Operation Area Adjusting 

As mentioned above, the size and position of the work area 
can be adjusted. In order to still be able to operate with single 
hand, some of the gestures used to adjust the work area will 
inevitably be the same as those used to operate the mouse 
pointor, which is why the Adjusting state is raised. The states 
between Adjusting and others can be switched using the 
[00111] gesture (OK gesture). In order to minimise the risk of 
incorrect operations caused by hand movements or tremors, 
static gestures are used to adjust the operating area instead of 
dragging. In the Adjusting state, users can easily perform 
adjusting gestures without worrying about unintended 
operations. The corresponding gestures for these adjustment 
operations are listed in Fig. 6. 

V. SYSTEM TEST AND DISCUSSION 

We invited participants to test this virtual mouse system to 
measure its performance, learning curve and user acceptance. 
We first determined the unit of measurement of the target area 
for mouse clicks during the test. The size of the target area 
operated by the mouse is determined by the desktop application 
to which the operated object belongs. The smaller the target, 
the longer it takes to locate it with the mouse. Most UI controls 
are sized in pixels, so resizing a UI control requires adjusting 
the pixel values of its width or height accordingly. For mouse 
controls, however, the physical size of the target area is more 
important than its pixel size. For example, at resolutions of 
1920×1080 and 800×600, an 80×80 target area at the former 

resolution is smaller than a 60×60 target area at the latter 
resolution, making it slightly more difficult to focus on using 
the mouse. Therefore, the target size here refers to the actual 
physical length, not the number of pixels. 

A. User Experience Test 

In order to test the learning effect of this virtual mouse 
system and its acceptance by new users, 27 participants were 
invited to take part in an experience and learning evaluation of 
the system. The test was conducted with 2 randomly varying 
items, the target area to be operated by the mouse and the 
specific action for each mouse operation. We randomly placed 
a square target area with sides in the range [30,80] on a 
340×195 monitor screen, and randomly appeared an instruction 
in the square area that required the participant to operate the 
area. We set up only some of the most commonly used left-
clicking, left-double-clicking and right-clicking instructions. 
The user operated on these target areas according to the 
instructions, and the next target area to be operated appeared 
only if the current operation was correct; otherwise the current 
target area was kept waiting for the user's correct operation. 
Each test consisted of 20 mouse operations. The operator first 
performed two tests with the physical mouse to use its average 
time as a comparison with the virtual mouse, then five tests 
were performed with the virtual mouse. 

Based on the temporal data of the 27 participants' tests, we 
plotted the learning curve of the system, as shown in Fig. 8, 
which mainly expresses the mean value of the participants' 
time for each operation as well as its standard deviation. 

 
Fig. 8. The learning curve for the system. The blue curve is the learning 

curve based on the average time taken by the participant to perform the 
actions using HandMouse, and the red line is the referenced time taken to 

perform the actions using a physical mouse. 

The time curves of the five virtual mouse tests for most 
participants did not always show a downward trend, but rather 
significant fluctuations. However, as we can see from Fig. 8, 
the average value of the test time has an overall decreasing 
trend, indicating that it still has a relatively positive learning 
effect. During the testing process, most of the new users would 
gradually understand and master the use of the system, 
although not very skillfully. At the same time, however, we can 
see that the standard deviation of each group's operation is 
relatively large, indicating that there are relatively large 
individual differences among the participants. A small number 
of participants experience a brief period of confusion and 
disorientation. 
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B. Subjective User Evaluation 

After two physical mouse tests and five virtual mouse tests, 
each participant was asked to complete a survey to obtain a 
subjective evaluation of the gesture mouse system from new 
users. The survey questions were divided into two parts, one 
based on the NASA-TLX (NASA Task Load Index, 
https://humansystems.arc.nasa.gov/groups/TLX/) evaluation 
method, which asked questions about the feel of the operation. 
The second part compared the virtual mouse with the physical 

mouse to determine the user's preference between the two and 
the acceptance of the virtual mouse. 

We collected the subjects' feelings from 6 aspects of 
Mental Demand, Physical Demand, Temporal Demand, Effort, 
Frustration Level, and Performance, and each of them has a 
corresponding question. Each item of the NASA-TLX is rated 
with a score of 20 points, and for each question, we counted 
the average of the 27 values that subjects rated, and the results 
are shown in Fig. 9. 

 
Fig. 9. Evaluation results on NASA-TLX. 

The results of the second part of the survey content are 
shown in Table I, where 22 participants indicated that they 
would prefer to use this virtual mouse in an HCI system in a 
public environment, but unfortunately none of them preferred 
to use it in a work environment. Although this system has tried 
its best to perform as well as it can, it still has more mental and 
physical work in using it than a physical mouse. With the need 
for more precise results in the workplace, this virtual mouse 
system really isn't a good choice for new users. However, 
considering its performance, interesting, and technological 
effects, most of the participants gave it a relatively good rating 
as a whole. 

TABLE I.  AVERAGE TIME SPENT ON DIFFERENT OPERATIONS. THE UNIT 

OF ELAPSED TIME IS MILLISECONDS 

Questions Results 

Do you prefer to use a physical mouse or this 

HandMouse during work or study? 

0/27 body selected 

by HandMouse 

Do you prefer to use a physical mouse or this 

HandMouse in public places such as shopping malls 

and museums? 

22/27 bodies 

selected by 

HandMouse 

How reasonable do you think the design of the gesture 
mouse is? (Score [0,20]) 

15.5 / 20 

How satisfied are you with the gesture mouse 

compared to the physical mouse? (Score [0,20]) 
15.4 / 20 

What is your overall score for this gesture mouse? 

(Considering rationality of design, technology, 

interesting, difficulty of operation, etc., Score [0,20]) 

16.8 / 20 

C. Expert Test 

To see how the HandMouse is used by experienced users 
and to explore the limits of its operation, we tested it with 
smaller target areas. We set the side lengths of the test squares 
to [6, 8, 12, 16, 20, 25, 30, 40, 50, 60]. Each square was 
randomly placed on the screen and appeared 20 times in 
succession. We performed 20 left-clicking operations on each 
square area and recorded the time taken to perform each 
operation. We obtained the average test results for different 
target areas, as shown in Table II and Table III. The open 
source code repository also contains the test program and the 
source data. 

As can be seen from Table II and Table III, the efficiency 
of completing a mouse operation is related to the size of the 
target area and has an overall negative correlation. For the 
physical mouse, the maximum value of the time spent is about 
three times the minimum value. The median, mean, and 
average of Q1-Q3 (values in the middle 50%) are also close to 
each other, indicating that the physical mouse has great 
stability when operating on the target area. However, for the 
gesture mouse, when the target area is less than 12mm, the 
maximum value is more than 10 times the minimum value 
because it has one or two obviously large outliers. The overall 
average is significantly larger than the median and average of 
Q1-Q3 for the gesture mouse, and the median or average of 
Q1-Q3 is more representative, but at the same time, the 
instability of the gesture mouse's functionality should not be 
ignored. 
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TABLE II.  TIME TAKEN OF PHYSICAL MOUSE OPERATIONS IN DIFFERENT 

AREAS 

Object 

width 

/ mm 

Time taken / ms 

Max Min Average Median Average of Q1-Q3 

6 1,399 530 1,104 1,092 1,106 

8 2,192 639 1,204 1,103 1,111 

10 1,423 792 1,020 931 951 

12 1,443 712 1,021 1,016 1,017 

16 1,483 633 875 823 814 

20 1,947 583 868 784 776 

25 999 546 717 688 690 

30 2,274 450 838 776 777 

40 971 527 724 702 706 

50 937 454 635 620 617 

60 1,208 430 591 516 519 

TABLE III.  TIME TAKEN OF HANDMOUSE OPERATIONS IN DIFFERENT 

AREAS 

Object 

width 

/ mm 

Time taken / ms 

Max Min Average Median Average of Q1-Q3 

6 35,464 2,690 7,278 3,991 4,114 

8 17,009 1,624 4,884 4,034 4,037 

10 18,390 1,876 5,271 3,952 3,889 

12 18,526 1,799 4,873 2,957 2,964 

16 3,822 1,369 2,412 2,374 2,330 

20 8,997 1,512 3,094 2,465 2,516 

25 6,693 1,203 2,538 2,289 2,345 

30 6,513 1,323 2,391 2,280 2,198 

40 2,803 930 1,838 1,876 1,832 

50 35,464 2,690 7,278 3,991 4,114 

60 17,009 1,624 4,884 4,034 4,037 

When the target area is small, the standard deviation of the 
overall mean is larger for both the physical mouse and the 
gesture mouse, especially for the gesture mouse, and there are 
even 1-2 obvious outliers. There are two main reasons for the 
outliers: firstly, when the target area is small, it is really not 
easy to position the mouse pointer, and at this point the 
disadvantage of the gesture mouse is more obvious. Secondly, 
when the target area appears randomly, the user probably does 
not know where the target area is, and has to spend a certain 
amount of time to locate the target area, and then go to locate 
it. 

The total interaction time with the gesture mouse is almost 
3.2 times that of the physical mouse. The performance of the 
virtual mouse is significantly lower than that of the physical 
mouse. However, these differences may not be as pronounced 
when using the virtual mouse. The above data was obtained 
under the premise of assessing mouse performance, where the 
subject's attention was focused solely on the mouse operations 
and they aimed to perform the corresponding operations as 

quickly as possible to achieve the maximum performance of 
the mouse. In actual use, the mouse is merely a tool for 
performing specific tasks, and the mental effort required for 
these tasks may far outweigh the attention devoted to clicking 
on specific locations. Users often think about the logical steps 
or considerations in moving the mouse to the target position, 
without paying excessive attention specifically to mouse 
operations. However, speculation may not be accurate when 
the target area is smaller than 12-20 mm. In the course of 
testing the virtual mouse, subjects may have noticeable 
difficulty in focusing on the small target area, requiring 
considerable concentration on the target and repeated attempts 
to focus. In such cases, the efficiency of using the virtual 
mouse will be noticeably lower than that of a physical mouse, 
which may cause some anxiety. 

Fortunately, as shown in Table III, the efficiency gap 
between the virtual mouse and the physical mouse decreases as 
the size of the target area increases. When operating on larger 
target areas, it becomes easier to achieve the same ease of use 
as with a physical mouse. Scenarios in which smaller target 
objects are manipulated are typically found in work-related 
environments, where people generally choose to use a physical 
mouse. The virtual gesture mouse is more suitable for HCI 
scenarios such as tourist attractions, shopping mall navigation 
and electronic exhibits in museums. In these cases, the size of 
the target objects should be larger, even up to 200mm, and then 
the efficiency gap between using a virtual mouse and a 
physical mouse or touch screen operation will be smaller. 
Therefore, the actual efficiency of this gesture mouse in 
practical use will be higher than in the test. 

VI. CONCLUSIONS 

Although AI has rapidly developed, gesture-based 
operations, as one of its applications, have not yet permeated 
various aspects of people's daily lives. They are only found in 
specific software or systems, such as intelligent car controls or 
sign language systems, with limited applications. Moreover, a 
universal gesture mouse applicable to all software is even rarer. 
This paper presents a set of gestures designed to replace the 
physical mouse, resulting in a gesture mouse system that 
achieves the basic functionality of a physical mouse. On 
personal computers, it can partially replace the physical mouse, 
but its performance is significantly lower than a physical 
mouse. While in public places with larger displays, it can serve 
as a viable alternative to physical mouse and touch screen 
operations. 

However, the system also has noticeable disadvantages. 
Firstly, the efficiency of operating smaller target areas is 
significantly lower compared to a physical mouse, limiting its 
practical use in work scenarios. Additionally, the system 
currently only supports recognition of a single hand and does 
not consider the allocation of operating privileges in multi-user 
scenarios. For example, in situations where multiple users 
simultaneously give different control commands, the system 
does not know whose instructions to follow. While optimizing 
the former disadvantage may be difficult due to inherent 
human physiological characteristics, as hand tremors on the 
screen might already exceed the size of the target object, 
optimization is not currently prioritized. Nevertheless, there is 
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great potential for optimizing the latter disadvantage. In the 
future work, facial recognition of the operators may be 
implemented to determine the owner of the hand currently in 
control, thereby automatically allocating operating privileges. 

DATA AVAILABILITY STATEMENT 

This work has some supporting materials available on 
https://github.com/wanzhuxie/HandMouse-IJACSA. 
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