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Abstract—For an existing cosmetic company to expand, it is 

crucial to understand customers’ opinions regarding cosmetic 

products through product reviews. Aspect-based sentiment 

classification (ABSC), which consists of text representation and 

classification stages, is typically employed to automatically extract 

the interested insights from review. Existing studies of ABSC 

primarily used single-label classification, which fails to capture 

relationships between multiple aspects in a review. Additionally, 

the use of contextual embeddings like IndoBERT for representing 

Indonesian-language cosmetic product reviews has been 

underexplored. This study addresses these issues by developing a 

multi-label classification model that leverages IndoBERT, 

including IndoBERT[b], IndoBERT[k], and IndoBERTweet, to 

better represent context and capture relationships across multiple 

aspects in a review. The model is trained and evaluated using a 

dataset of Indonesian-language cosmetic product reviews from 

Female Daily. The multi-label models can be constructed using 

IndoBERT directly as end-to-end model or employing IndoBERT 

solely as word embedding model. The latter model, also known as 

conventional multi-label model, needs to be coupled with problem 

transformation approach and classifier for classification. Single 

label classification model with Word2Vec serves as baseline to 

assess the improvement of multi-label model’s performance on 

Female Daily cosmetic product reviews dataset. The empirical 

results revealed that the multi-label approach was more effective 

in identifying sentiments for pre-defined aspects in reviews. 

Among the models, end-to-end IndoBERT[b] achieved the highest 

accuracy (86.98%), while conventional multi-label models 

combining IndoBERT[b], Label Powerset (LP), and Support 

Vector Machine (SVM) performed best with 69.64%. This study 

is significant as it provides a more generalized understanding of 

the BERT embedding within the context of multi-labels 

classification and explores the effect of contextual embedding in 

the cosmetic domain. 

Keywords—Aspect-based sentiment analysis; IndoBERT; multi-
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I. INTRODUCTION 

Recently, it can be observed that the worldwide cosmetic 
industry has generally experienced tremendous growth [1]. 
Specifically, in Indonesia, the cosmetic industry market size is 
anticipated to grow from USD 1.17 billion from 2020 to roughly 
double the amount, which is USD 2.38 billion within eight years 
period [2]. 

In order for cosmetic companies to capitalize on these future 
prospects, it is imperative to understand the customer’s needs 

and opinion, and one of the methods to achieve this is through 
customer’s product reviews, as these heavily influence 
purchasing decisions [3] [4]. Sentiment analysis is a suitable 
technique to extract the insights from reviews due to the nature 
of review itself, which is opinionated with a sentiment polarity, 
either positive, negative, or neutral. In sentiment analysis, 
classification of sentiment can be performed at three levels of 
extraction in terms of granularity, namely document level, 
sentence level and aspect level. Analyzing reviews at aspect 
level using aspect-based sentiment analysis (ABSA) is crucial 
since it identifies sentiments tied to specific product aspects, 
offering deeper insights than document or sentence-level 
analysis. 

Aspect-based sentiment classification (ABSC) is one of the 
tasks in ABSA that involves solely sentiment classification. 
Typically, ABSC is implemented as a pipeline consisting of two 
stages, namely text representation and classification. The first 
stage involves the transformation of the text data into its 
numerical representation. Traditional text representation 
methods such as Term Frequency - Inverse Document 
Frequency (TF-IDF) and static word embedding model (e.g., 
Word2Vec) are relatively inaccurate in representing text as they 
fail to capture contextual meanings between words [5]. The 
emergence of contextual word embedding model addresses this 
limitation. One state-of-the-art contextual model is BERT 
(Bidirectional Encoder Representations from Transformers).  
The effectiveness of BERT is demonstrated by the findings of 
several studies [6] [7] [8] [38]. 

Subsequently, text representation enables the next stage 
which is classification. Classification is where sentiment for 
each aspect of an individual review text can be determined. A 
notable limitation in the classification stage of ABSC in prior 
research is the reliance on a single-label classification approach 
[28] [29] [30] [31] [32]. This method determines the sentiment 
for each aspect independently, failing to capture correlations 
between sentiments across different aspects of a review [9]. In 
real-world scenarios, multiple aspects in a customer review may 
have related sentiments, and ignoring these dependencies can 
reduce the performance of the classification model. Although [9] 
proposed a multi-label approach to account for these 
correlations, their work did not directly compare it with single-
label models, and their dataset was from a different domain. 
Furthermore, there is a gap in exploring multi-label 
classification for Indonesian-language datasets, which have 
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been under-explored compared to more dominant languages like 
English. 

This study focuses on investigating ABSC of cosmetic 
products reviews written in the Indonesian language. Several 
issues have been observed in this context. Firstly, there is a 
scarcity of prior ABSC research in Indonesian cosmetic 
products reviews. Secondly, none of the prior works have 
explored the effect of contextual embedding models such as 
BERT on this domain. Thirdly, existing studies primarily 
employed single label classification, but this classification 
approach presents limitations by disregarding possible 
relationship between multiple aspects within single review [9]. 
Thus, this study aimed to address these issues by developing a 
reliable multi-label ABSC model, at the same time, exploring 
the performance of contextual word embedding in representing 
words from cosmetic domain. As the focus is on the Indonesian 
language, IndoBERT, which is a BERT designed for Indonesian 
language, was employed as the contextual embedding model in 
this study. 

In this study, this multi-label ABSC model was built with 
two alternative methods, one using IndoBERT as an end-to-end 
model, and the other built with a combination of text 
representation method, multi-label problem transformation 
approach, and machine learning classifier. The former method 
performs multi-label classification by directly processing the 
text and generating sentiment predictions within a single model, 
while the latter method analyses the word vectors transformed 
by IndoBERT, then combines the multi-label approach with a 
classifier to categorize the aspect-sentiment labels for each 
cosmetic product review. The second method was referred to 
conventional multi-label model. This study is organized as 
follows: Section II presents the background information and 
related works. Section III demonstrates the methodology. 
Section IV presents the results. Discussion is given in Section 
V. Finally, the paper is concluded in Section V. 

II. LITERATURE REVIEW 

A. IndoBERT 

1) Variants of IndoBERT: There are three variants of 

IndoBERT, which are IndoBERT[k], IndoBERT[b], and 

IndoBERTweet. The key differences among IndoBERT 

variants lie in the training datasets used. IndoBERT[k], 

introduced by [10] was trained on the INDOLEM dataset, 

which consists solely of formal text, limiting its effectiveness 

with colloquial Indonesian. To address this, [11] introduced 

IndoBERT[b], trained on the mixed formal and informal dataset 

INDONLU. Additionally, IndoBERTweet was developed 

specifically for informal social media language [12]. 

2) Word embedding model: Previous comparative studies 

consistently highlight the superiority of IndoBERT variants 

when applied to Indonesian product review datasets across 

various domains. For example, [13] demonstrated that 

IndoBERT[b] outperformed Word2Vec when paired with a 

Convolutional Neural Network (CNN) classifier in 

categorizing restaurant customer reviews across four 

dimensions: Price, Food, Place, and Service. This finding is 

corroborated by study [14], who showed that IndoBERT[k] 

performed better than both Word2Vec and FastText in 

representing the reviews related to COVID vaccines. Moreover, 

the IndoBERT[b] showed more effectiveness than Word2Vec 

with all seven classifiers such as SVM, Naïve Bayes (NB), and 

Random Forest (RF) when dealing with hotel reviews in study 

[15], further supporting the superiority of IndoBERT as word 

embedding models in transforming the text. 

3) End-to-end model: IndoBERT also plays a good role as 

end-to-end model in ABSC as shown in study [16]. In the study 

of [17], sentiment classification on online reviews was 

conducted using IndoBERT as end-to-end model, with the aim 

to investigate the satisfaction of customer towards ride-hailing 

company Gojek from seven aspects. A relatively high accuracy 

of 96% was achieved, suggesting the superiority of IndoBERT. 

Similar promising results were obtained in the study of [18]. 

Other studies such as [19] and [20] showed the effectiveness of 

IndoBERT implementations as an end-to-end model when 

comparing its performance to other deep learning language 

models and traditional machine learning method. 

B. Multi-Label Classification 

Existing research categorizes multi-label approaches into 
three categories: Problem transformations, algorithm 
adaptations, and pre-trained language model. Problem 
transformation methods, such as Binary Relevance (BR), 
Classifier Chain (CC), and Label Powerset (LP), convert multi-
label problems into binary or multi-class problems for 
classification. BR treats each label as a separate binary problem, 
while CC predicts labels sequentially, and LP transforms labels 
into a multi-class problem. RAkEL D, an ensemble of LP, 
addresses LP's limitations by training on label subsets. 
Algorithm adaptation modifies existing algorithms, like ML-
kNN and ML-DT, to handle multi-label tasks directly. 

In most previous works on multi-label classification, 
emphasis was placed mainly on text categorization [21] [22] 
[23] [24]. The literature review reveals that there was only a 
limited of studies on ABSC that specifically address multi-labels 
classification. Related existing studies primarily assessed the 
multi-label aspect-sentiment model efficiency through multi-
label metrics: Accuracy and Hamming Loss. 

The study in [25] explored drug effectiveness using problem 
transformation methods (BR, CC, LP) combined with various 
classifiers, finding that SVM performed best, followed by DT 
and NB. Among the transformation methods, LP outperformed 
CC and BR. Despite this study evaluating all three popular 
problem transformation methods, there was a lacking 
exploration of the algorithms that specifically adapted for multi-
label problems. 

The research in [9] compared three categories of multi-labels 
approaches using customer reviews from restaurants, wine, and 
movies, demonstrating pre-trained language models such as 
BERT outperformed other categories, followed by problem 
transformation and algorithm adaptation. For problem 
transformation, the author obtained the same results as [25]: LP 
consistently outperformed CC and BR. 

The study in [26] further confirmed the findings of [9], 
demonstrating BERT's superiority in sentiment classification 
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and showing that LP outperformed BR and CC within problem 
transformation approaches. 

In the Indonesian context, BERT variants, IndoBERT has 
shown excellent performance in multi-label tasks, 
outperforming other models, as evidenced by studies like [27] 
and [15]. 

C. Aspect-based Sentiment Classification (ABSC) on 

Indonesian Cosmetic Product Reviews 

Previous ABSC studies of cosmetic product reviews in 
Indonesian language, primarily using datasets from Female 
Daily, focused on determining the overall sentiment of user 
reviews. These studies explored various aspects, with most 
focusing on four predefined aspects: packaging, quality, scent, 
and price [28] [29] [30] [31]. 

Traditional text representation approaches like TF-IDF and 
NB yielded moderate performance, with studies like [28] 
achieving an average F1-score of 62.81% across these four 
aspects. Their results indicated room for improvement, 
potentially due to the limitations of TF-IDF and NB, which rely 
on word frequency for representation and independence 
assumptions for classification. 

Subsequent research improved performance by employing 
Word2Vec static word embeddings and different classifiers, 
such as SVM, on similar datasets with the same aspects. [29] 
achieved a 68.25% F1-score using Word2Vec for text 
representation while maintaining NB as the classifier. The 
improvement is likely due to Word2Vec enhanced the 
contextual richness of sentiment representations compared to 
TF-IDF. The study in [30] demonstrated further improvements 
by using SVM with TF-IDF as the text representation method. 

Other studies, like those by [32], explored additional aspects 
but found limitations in performance using approaches like Bag 
of Words (BOW), achieving only a 53.04% F1-score. The study 
in [31] employed a hybrid method of TF-IDF and semantic 
similarity, achieving a high accuracy of 90.33%, likely due to 
fewer predicted aspects. 

Notably, none of these studies applied contextual 
embeddings or addressed multi-label classification in the 
cosmetic domain, highlighting areas for future improvement in 
ABSA methods. 

III. METHODOLOGY 

A. Research Methods Overview 

Generally, there are two strategies that can be used to build 
a multi-label model using IndoBERT, as shown in Fig. 1. In the 
first strategy, IndoBERT was used as an end-to-end model to 
directly perform multi-label classification. In second strategy, 
IndoBERT was used solely as a word embedding model to 
transform text into dense word vectors, which were then passed 
to machine learning classifiers. The model from second strategy, 
known as the conventional multi-label model, involved using 
word embeddings for text representation, multi-label problem 
transformation methods, and classifiers. 

 

Fig. 1. General workflow for building multi-label models using IndoBERT. 

In this study, three interconnected experiments were 
conducted: - 

1) Experiment I: This experiment was focused on 

evaluating the performance of multi-label classification in 

ABSC context, with single-label model from [29] serving as the 

baseline. To rule out any external factors which might affect the 

results, the experiment established the baseline by replicating 

the literature experiment [29]. 

2) Experiment II: Experiment II concentrated on assessing 

the different variants of IndoBERT as word embeddings, 

alongside the promising multi-label approaches identified from 

experiment I. This experiment exploited Word2Vec as the 

baseline word embedding. The IndoBERT variants used were 

IndoBERT[b], IndoBERT[k], and IndoBERTweet. 

3) Experiment III: Building upon the findings of 

Experiment I and II, this experiment further explored the 

performance of IndoBERT in multi-label classification by 

incorporating the multi-label capabilities into model, using 

IndoBERT directly as end-to-end model, serving as both text 

representation and classifier. Conventional multi-label models 

with classifiers such as Gaussian NB, SVM, Linear SGD, and 

RF were also employed for comparison. 

B. Dataset 

The study investigated a secondary dataset that was 
exclusively sourced from journal article published by [29]. The 
dataset consists of a total of 3960 customer reviews on cosmetic 
products collected from Female Daily website and written in 
Indonesian language. Each review was pre-annotated with 
sentiments across four different aspects, with the sentiment 
distribution summarized in Table I. 

TABLE I.  SENTIMENT DISTRIBUTION ACROSS FOUR ASPECTS IN 

COSMETIC PRODUCT REVIEWS 

Aspect 
Sentiment Count 

Positive Negative Neutral 

Product 659 688 2612 

Packaging 447 189 3323 

Price 1056 716 2187 

Scent 669 218 3072 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

715 | P a g e  

www.ijacsa.thesai.org 

C. Exploratory Data Analysis (EDA) 

Before data modeling, a Chi-square test was conducted 
during the EDA stage to assess dependencies between the 
targeted aspects. This test provided insights into the 
relationships between aspect-sentiments, helping determine if 
single-label or multi-label classification would be more suitable. 
In this study, the null hypothesis claimed that there is no 
significant association between the targeted aspects in the 
investigated dataset. A p-value threshold of 0.05 was used; any 
value below this indicated significant associations between 
aspects, suggesting the need for a multi-label classification 
approach in the dataset. 

D. Preprocessing 

For multi-label classification, the aspect columns were 
transformed into aspect-sentiment labels for further analysis. 
Each aspect was further divided into three labels, following the 
patterns of 'aspect_pos,' 'aspect_neg,' and 'aspect_other', with the 
number 0 or 1 indicating the presence of each aspect-sentiment 
label. 

E. Word Embedding (Text Representation) using IndoBERT 

Before being processed by IndoBERT, the review text must 
first pass through the IndoBERT tokenizer to obtain special 
input format. In this stage, the input sentence was concurrently 
tokenized and added with special tokens of [CLS] and [SEP] 
tokens at the beginning and the end of tokenized sequence 
respectively. For the input length, the maximum sentence length 
was limited to 128 tokens in this study. After that, these 
modified sequences were fed into token, segment, and position 
embeddings sequentially to generate the initial input embedding, 
which in turn fed into encoder layers within IndoBERT for 
further processing. 

In IndoBERT, the initial embedding of each token was 
passed through multiple sub-layers consisting of multi-head 
self-attention and Feed-forward Network to incorporate the 
contextual information. The final output contextualized 
embedding was extracted through a mean pooling strategy. The 
overview of the word embedding process for IndoBERT is 
illustrated in Fig. 2. 

F. Multi-Label Classification 

1) Conventional multi-label classification: To build 

conventional multi-label models, the output contextualized 

embeddings and target labels were transformed using problem 

transformation methods. Binary Relevance (BR), Classifier 

Chain (CC), and Label Powerset (LP) were used to convert the 

data into binary or multi-class problems. Classifiers such as 

Gaussian Naïve Bayes (NB), Support Vector Machine (SVM), 

Random Forest (RF), and Linear Stochastic Gradient Descent 

(SGD) were then applied for classification. 

2) IndoBERT (As end-to-end model): To perform multi-

label classification directly using IndoBERT, an additional 

classifier layer was added at the uppermost level of the model. 

Final output embedding from mean pooling layer was fed into 

the classifier layer directly for multi-label classification as 

shown in Fig. 3. In this strudy, the hyperparameters values of 

classifier layer mirrored the literature findings of [33], which 

set to “learning rate = 2e-5, batch size = 8, and epoch =5”, 

optimizing with Adam optimizer. Because IndoBERT was 

designed to perform multi-label classification, sigmoid function 

was used rather than SoftMax in classification layer. The 

formula of sigmoid function is shown in (1). The output 

probability from sigmoid activation function for each aspect-

label is a real number within the range of 0 to 1. Given that the 

study applied the default threshold value of 0.5, any predicted 

probability of the label greater than 0.5 was referred to present 

and less than 0.5 was considered as absent. 

σ(x)=  1/(1+e^(-x) )                                 (1) 

 

Fig. 2. Overview of word embedding process for input sentence by 

IndoBERT. 

 

Fig. 3. Multi-label classification process within IndoBERT. 

G. Evaluation Metrics 

In this study, several evaluation metrics were employed to 
evaluate the sentiment classification model performance. 

1) Accuracy per label: This metric assesses the number of 

correctly predicted labels over the total number of instances, 
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computing using (2), where TP and TN refer to True Positive 

and True Negative, respectively. Given that it evaluates the 

model's correctness on individual labels (column) 

independently, accuracy is commonly used in single label 

classification. In this study, this metric was utilized for 

comparing the performance of multi-label with single-label 

models in Experiment I. 

Accuracy per label =  (TP + TN) / Total               (2) 

2) Accuracy: This accuracy metric calculates the 

probability of the correctly classified labels by considering the 

overlap between the true data, Yi and predictive data, Zi for each 

instance, as computed by the (3). In this study, this metric was 

used as one of the main references in assessing the multi-label 

sentiment classification model performance in Experiment II 

and III. 

A𝑐𝑐𝑢𝑟𝑎𝑐𝑦=1/𝑁∗Σ| 𝑌𝑖 ∩ 𝑍𝑖 |/| 𝑌𝑖 ∪ 𝑍𝑖 |                (3) 

3) Hamming loss: Hamming Loss is the prominent 

evaluation metric of multi-label classification that measures the 

proportion of wrongly classified labels over all instances. In 

contrast with typical metrics, the lower the value hamming loss 

represents the higher performance of model. The formula for 

computing hamming loss is shown in (4). It was used to 

evaluate the multi-label model performance in this study. 

Hamming Loss=1/N* Σ| Yi Δ Zi |                  (4) 

4) Micro-F1 score: Micro F1-score is a harmonic mean of 

precision and recall calculated based on classes, shown in (5), 

where P and R represent precision and recall respectively. 

Precision measures the proportion of the chosen items that are 

correct over the actual instances that are predicted as chosen 

while recall is a metric uses to gauge the percentage of correct 

items that are selected. The formula of precision and recall is 

shown in (6) and (7). 

𝐹1−𝑠𝑐𝑜𝑟𝑒= 2𝑃𝑅/(𝑃+𝑅)                            (5) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛=1/𝑁∗Σ| 𝑌𝑖 ∩ 𝑍𝑖 |/| 𝑍𝑖 |                   (6) 

𝑅𝑒𝑐𝑎𝑙𝑙=1/𝑁∗Σ| 𝑌𝑖 ∩ 𝑍𝑖 |/| 𝑌𝑖 |                       (7) 

IV. RESULTS 

A. (EDA) Results 

Table II presents the Chi-square test results between aspects, 
showing that most p-values were below 0.05, indicating variable 
dependency. From the results, it can be observed that nearly all 
the resulting p-values were less than threshold value 0.05. 

TABLE II.  CHI-SQUARE TEST RESULTS BETWEEN DIFFERENT ASPECTS 

OF COSMETIC PRODUCT 

Variable 1 Variable 2 p value Null hypothesis 

harga 

pengeamsan 
0.0147  Rejected  

produk 
6.5113e-24  Rejected  

aroma 
3.4954e-12  Rejected  

Variable 1 Variable 2 p value Null hypothesis 

pengemasan 
produk 

4.3069e-13  Rejected  

aroma 
0.0689  Accepted  

produk aroma 
1.2633e-25  Rejected  

B. Experimental Results I 

In this experiment, the baseline single label classification 
model was replicated based on the methodology from [29]. The 
method primarily employed Word2Vec to vectorize the text 
reviews and utilized Gaussian NB to classify the sentiment for 
each aspect independently. Given that there were four aspects, 
the model iterated four times to complete the prediction for all 
aspects. Table III presents the empirical outcomes of baseline 
from our experiment and [29]. 

TABLE III.  COMPARISON OF ACCURACY PER LABEL OF BASELINE SINGLE 

LABEL MODEL AND OUR EXPERIMENT 

Source 

Average 

Accuracy 

per Label 

(%) 

Accuracy per Label (%) 

Price Packaging 
Produc

t 
Aroma 

[29] 68.17 70.96 68.79 56.36 76.57 

Our 

experiment 
62.47 60.33 74.39 48.18 66.99 

From Table III, it shows that there was approximately 6% 
reduction in average accuracy when comparing the replicated 
model with [29]. The differences can be attributed to factors 
such as differences in the parameters setting of Gaussian NB as 
[29] did not include any details about their parameters while this 
study proceeded with default settings. To mitigate the influences 
from external factors, an accuracy of 62.47% is used as a 
reference value for comparing the performance of multi-label 
models. 

Fig. 4 shows that multi-label models perform differently in 
determining sentiment for Indonesian cosmetic product reviews. 
Models using BR and CC problem transformation methods had 
performance comparable to the baseline. The BR model 
achieved the same accuracy of 62.47% as the baseline, likely 
due to their similar classification approach. However, the other 
two multi-models with LP and RAkEL D, exhibited notable 
enhancement in accuracy over the baseline single label model, 
achieving 70.18% and 70.16%, respectively. 

 

Fig. 4. Average of accuracy per label for single label and multi-label 

models. 
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C. Experimental Results II 

In Experiment II, the study evaluates the performance of 
IndoBERT as word embeddings in representing the words from 
cosmetic domain, using Word2Vec as the baseline. Building 
upon the findings of Experiment I, LP and RAkEL D, each was 
used to transform the multi-label problem in the model while 
Gaussian NB classifier was utilized to classify the aspect-
sentiment labels to each review, along with Word2Vec. The 
IndoBERT word embedding model was employed in parallel, 
aiming to determine its effectiveness compared to Word2Vec. 
The results are summarized in Table IV. 

TABLE IV.  PERFORMANCE OF MULTI-LABEL MODELS USING DIFFERENT 

EMBEDDING MODELS IN EACH MULTI-LABEL APPROACH 

Transfor

mation 

Approach 

IndoBERT 

version 

Accuracy 

(%) 

Hamming 

Loss (%) 

Micro 

F1-

score 

(%) 

Label 

Powerset 

Word2Vec 54.75 22.27 66.66 

IndoBERT[b] 60.39 19.15 71.28 

IndoBERT[k] 47.70 26.18 60.73 

IndoBEETweet 61.10 18.72 71.91 

RAkEL D 

Word2Vec 53.60 24.96 66.12 

IndoBERT[b] 57.79 20.81 69.97 

IndoBERT[k] 41.86 31.87 56.21 

IndoBERTweet 57.55 21.09 69.76 

Overall, both IndoBERT[b] and IndoBERTweet consistently 
outperformed the baseline Word2Vec embedding model, 
regardless of the problem transformation approaches used in 
classification model. For models with LP approach, there was 
an approximate 5% to 6% improvement in accuracy and micro 
F1-score when comparing the multi-label models with 
Word2Vec to IndoBERT[b] and IndoBERTweet. On the other 
hand, the models employing RAkEL D exhibited only a 2% to 
3% enhancement in accuracy and micro F1-score. For hamming 
loss in the models employing both LP and Rakel D, an 
approximately range of 3% to 4% reduction was observed when 
comparing the baseline with each of the IndoBERT[b] and 
IndoBERTweet, indicating a decrease in misclassification 
occurrences in models employing both methods. 

D. Experimental Results III 

This experiment evaluated IndoBERT's performance in 
direct multi-label classification. Building on results from 
Experiments I and II, conventional multi-label models using 
IndoBERT[b] and IndoBERTweet were developed with various 
classifiers. The results are shown in Tables V and VI, while 
Table VII presents IndoBERT's empirical performance. 

TABLE V.  PERFORMANCE OF CONVENTIONAL MULTI-LABEL MODEL 

USING INDOBERT
[B]

 AS TEXT REPRESENTATION METHOD 

Model 
Accuracy 

(%) 

Hamming 

Loss (%) 

Micro F1-

score (%) 

Label Powerset + NB 60.45  19.12  71.33  

Label Powerset + SVM 69.64  14.20  78.69  

Label Powerset + RF 63.3  17.45  73.82  

Model 
Accuracy 

(%) 

Hamming 

Loss (%) 

Micro F1-

score (%) 

Label Powerset + SGD 65.48  16.36  75.47  

RakEL D + NB 56.81  21.43  68.90  

RakEL D + SVM 68.31  14.26  78.59  

RakEL D + RF 62.93  16.60  74.18  

RakEL D + SGD 65.31  15.99  75.94  

TABLE VI.  PERFORMANCE OF CONVENTIONAL MULTI-LABEL MODEL 

USING INDOBERTWEET AS TEXT REPRESENTATION METHOD 

Model 
Accuracy 

(%) 

Hamming 

Loss (%) 

Micro F1-

score (%) 

Label Powerset + NB 61.15  18.70  71.95  

Label Powerset + SVM 68.14  14.92  77.61  

Label Powerset + RF 62.54  17.82  73.26  

Label Powerset + SGD 63.38  17.54  73.69  

RakEL D + NB 56.71  21.49  69.13  

RakEL D + SVM 66.88  14.86  77.57  

RakEL D + RF 61.94  17.42  73.26  

RakEL D + SGD 64.71  16.35  75.75  

TABLE VII.  PERFORMANCE OF MULTI-LABEL MODELS WITH INDOBERT AS 

END-TO-END MODEL 

Model 
Accuracy 

(%) 

Hamming 

Loss (%) 

Micro F1-

score (%) 

IndoBERT[b] 86.98  5.45  91.70  

IndoBERTweet 86.21  5.85  91.12  

The results show that the end-to-end model significantly 
outperformed the conventional multi-label models. It can be 
observed that there was a significant enhancement in end-to-end 
model performance when using IndoBERT[b] and 
IndoBERTweet, with accuracy increasing by approximately 
18% to 30% and the micro F1-score by 13% to 22%, compared 
to both the highest and lowest performing conventional models 
based on the same IndoBERT embedding. In terms of hamming 
loss, using IndoBERT[b] and IndoBERTweet directly for multi-
label classification reduced significantly (8% to 16%) in 
classifying wrongly the aspect-sentiment label for cosmetic 
product review. 

V. DISCUSSION 

The results of p-values from EDA showed that most of the 
null hypotheses were rejected, suggesting that the variables are 
dependent on each other. These dependencies indicate the 
presence of an aspect’s sentiment might affect the prediction of 
sentiment of another aspect. Given this dependency, it implies a 
need to explore the Indonesian cosmetic product review dataset 
with multi-label model. 

There are three categories of multi-label classification 
methods: Problem transformation, algorithm adaptations, and 
pre-trained language model. For the problem transformation, the 
BR model transforms the multi-label task into 12 single-label 
problems, performing independent classification for each label, 
much like the baseline. Unlike BR, multi-label model with CC 
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problem transformation method considered label correlation 
into account. However, it still demonstrated comparable 
accuracy with 62.51% to baseline. One of the possible reasons 
might be the influences by the arbitrary arrangement of labels, 
which could lead to the poor performance in CC model [34] 
[35]. In contrast with BR and CC, the other two multi-models 
with LP and RAkEL D, exhibited notable enhancement in 
accuracy over the baseline single label model, achieving 70.18% 
and 70.16%, respectively. There was approximately 8% 
improvement of accuracy in multi-label models with LP and 
Rakel D methods over baseline. This suggests LP and RAkEL 
D are more suitable for multi-aspect sentiment classification. 
The improvement is probably due to both multi-label models 
considering label dependencies, with LP capturing co-
occurrence relationships by converting the problem into 
combinations of labels, and RAkEL D enhancing performance 
by training Gaussian NB on distinct label subsets, improving 
label correlation handling. 

In terms of text representation, as expected, IndoBERT 
outperformed Word2Vec as a word embedding model due to its 
architectural design. Word2Vec, using the CBOW architecture 
with a fixed window produces static embeddings, which lack 
contextual information. In contrast, IndoBERT generates 
contextualized embeddings by learning from masked tokens, 
capturing semantic relationships and nuances. This contextual 
richness allows IndoBERT to provide more refined input 
vectors, enabling the Gaussian NB classifier to more accurately 
classify aspect-sentiment labels. IndoBERT[k] performed worse 
than the baseline Word2Vec, indicating that contextualized 
embeddings don't always outperform static embeddings, as seen 
in study [36]. The varying performance among IndoBERT 
variants may stem from differences in pre-training datasets. 
IndoBERT[k], trained primarily on formal text, struggles with the 
informal language in product reviews. In contrast, IndoBERT[b] 
and IndoBERTweet, pre-trained on informal data like social 
media, are better equipped to handle the mixed linguistic style 
found in the reviews. 

Given that multi-label classification can be performed 
directly using pre-trained language models as end-to-end model, 
this paper proposes using IndoBERT and IndoBERTweet for 
classification, as these two pre-trained language models have 
demonstrated high accuracy in terms of text representation. The 
results show that the proposed end-to-end model significantly 
outperformed the conventional multi-label models. These 
findings align with outcomes from [9] and [15], suggesting that 
IndoBERT generalizes multi-label classification tasks better 
than conventional models. This is likely due to the architectural 
differences between IndoBERT and traditional classifiers. 
IndoBERT, using neural networks, is more complex, flexible, 
and better equipped to handle intricate patterns in the dataset 
compared to simpler linear, tree-based, or probabilistic 
classifiers like SGD, SVM, RF, and Gaussian NB [37]. 

For conventional multi-label models, it can be observed that 
a similar trend of classifier performance was exhibited across 
multi-label transformation approach and word embedding. 
Notably, SVM consistently demonstrated superiority in 
correctly multi-classifying labels, followed by linear SGD, RF 
and Gaussian NB. These results aligned with classification 
results for two out of three datasets in the study of [9], which 

found that SVM outperformed linear SGD, followed by RF, 
regardless of whether LP or Rakel D was used. 

VI. CONCLUSION 

This study developed a reliable multi-label ABSC model 
while exploring the performance of contextual word embedding 
in representing words from the Indonesian cosmetic domain. 
Three experimental experiments evaluated different multi-label 
classification approaches. The results showed that IndoBERT[b] 
and IndoBERTweet provided more refined text representation, 
improving performance approximately by 2% to 6% compared 
to Word2Vec. The findings also demonstrated that multi-label 
models using IndoBERT as an end-to-end model outperformed 
conventional methods. IndoBERT[b] achieved the best accuracy 
of 86.98%, showing a 17.34% to 30.27% improvement over the 
baseline, confirming its superiority for multi-label classification 
in this domain. Although this study demonstrated notable 
improvements, certain limitations remain. The study 
investigated only one type of contextual embedding model, 
IndoBERT. To further enhance the multi-label model, future 
work could explore other contextual embeddings, such as 
DistilBERT and RoBERTa. Additionally, the hyperparameter 
settings for the end-to-end IndoBERT model were restricted to 
"learning rate = 2e-5, batch size = 8, and epoch = 5." Future 
research could experiment with different hyperparameter 
combinations, as there is no one-size-fits-all setting for 
optimizing the model. 
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