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Abstract—Artificial Intelligence (AI) is transforming indus-
tries and societies globally. To fully harness this advancement, it
is crucial for countries to integrate AI across different domains.
Moral relativism in AI ethics suggests that as ethical norms vary
significantly across societies, frameworks guiding AI development
should be context-specific, reflecting the values, norms, and
beliefs of the cultures where these technologies are deployed.
To address this challenge, we introduce an intuitive, generative
AI based solution that could help governments establish local
ethical principles for AI software and ensure adherence to these
standards. We propose two web applications: one for government
use and another for software developers. The government-centric
application dynamically calibrates ethical weights across domains
such as the economy, education, and healthcare according to
sociocultural context. By using LLMs, this application enables
the creation of a tailored ethical blueprint for each domain or
context, helping each country or region better define its core
values. For developers, we propose a diagnostic application that
actively checks software, assessing its alignment with the ethical
principles established by the government. This feedback allows
developers to recalibrate their AI applications, ensuring they are
both efficient and ethically suitable for the intended area of use.
In summary, this paper presents a tool utilizing LLMs to adapt
software development to the ethical and cultural principles of a
specific society.

Keywords—AI ethics; Gen AI; LLMs; moral relativism; ethical
norms; adaptive ethical framework

I. INTRODUCTION

Recent advances in artificial intelligence (AI) enable this
technology to better solve real-world problems, meaning that
beyond being increasingly used by private companies, it is also
playing an important role in government operations. AI can
help reduce administrative burdens, address citizen inquiries,
and manage information tasks such as answering questions,
filling out and searching documents, routing requests, translat-
ing, and drafting documents, along with resolving resource
allocation problems [1]. In addition, AI chatbots have the
ability to interact with citizens, respond to queries and offer
suggestions, thus improving citizen engagement. Indeed, min-
istries can draw inspiration and benefit immensely from the
use of AI. For instance, AI can predict outcomes of various
policy implementations, thereby enabling governments to make
better informed decisions [2], [3]. For example, a recent survey
of public sector professionals in the UK revealed that 22%

of participants actively use generative AI systems in their
work[4].

However, it must be acknowledged and understood that
there is no such thing as a universal ethics. Ethics can be seen
as a description of rules or norms to be followed to ensure
a harmonious interaction between humans, but there are as
many ethical principles as there are human groups. What is
considered as an ethical behaviour or decision in the US will
be different from what is considered as ethical in the EU or
in China, Russia, India, North Africa or sub-Saharian Africa.
Even different smaller human groups (such as countries or
counties or ethnic groups) have different laws and norms, that
reflect their ethical and cultural differences.

Generative AI, a subfield of AI, has shown considerable
growth. It is now applied for generating many kinds of new
content, e.g. text, images, music and video [5], [6]. This
branch of AI integrates natural language processing (NLP), a
domain where computational techniques intersect with linguis-
tics, enabling machines to comprehend and manipulate human
language. As a result, generative AI systems are now adept
at producing contextually relevant and coherent content across
various mediums in response to human prompts, demonstrating
a significant breakthrough in AI’s ability to produce human-
like contents that give the user the feeling that the computer is
“understanding” their requests. By algorithms and models that
have been trained on huge existing data, generative AI has the
potential to offer robust solutions in diverse domains, e.g.

• Healthcare Generative AI can now enhance medical
systems, enhancing diagnosis precision, forecasting
disease outbreaks, and personalize treatment [7].

• Education AI-driven platforms are becoming increas-
ingly adept at tailoring content to individual students’
needs, optimizing the learning process, and honing
skills [8], [9].

• Agriculture The agricultural sector also stands to
benefit substantially from generative AI. Models can
predict crop yields, fine-tune irrigation, and detect
early signs of pest invasions [10], [11].

Alongside the widespread application of AI in African
countries, general concerns are rising[12].AI technologies’
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ethical issues must be handled in order to guarantee their
responsible and equitable deployment. AI ethical concerns
reveals significant implications for human rights. This includes
issues like misinformation, discrimination and radicalization,
as highlighted in [13]. Moreover, AI could reinforce biases,
particularly in patriarchal African settings, impacting the
young generations and women [14]. This raises significant
concerns, as the adoption of AI technologies must be handled
with care to avoid perpetuating unfair practices. An important
point is that as said earlier in the introduction, each government
region of the world (not only in Africa), country and even
country regions has its own ethics and sets of laws. Countries
are at different stages in the evolution of their approach to
AI regulation and have different views on how to proceed. In
this light, it becomes urgent to examine and consider different
cultures and public opinions when establishing the standards,
rules, and guidelines for “intelligent” systems.

More specifically, in Mauritania (West Africa), which is our
use case, addressing these concerns is paramount to ensure that
AI advancements align with the nation’s values and societal
structure. Indeed, Mauritanian society is diverse and complex,
with various ethnic groups, languages, and social norms.
Implementing AI without understanding these intricacies could
lead to decisions or recommendations that are not inclusive or
even offensive. Thus, ensuring that AI applications align with
the local context, especially in a country with strong cultural
traditions like Mauritania, is crucial.

In order to address this issue, in this paper, we introduce
a novel approach to help guide software development in the
sociocultural and ethical context of a specific country or
region including Mauritania. Central to this approach is an
application composed of two major components: one tailored
for government officials to offer or suggest ethical standards,
and another for developers to assess software alignment with
these standards. The main idea behind the proposed technique
is to leverage Large Language Models (LLMs) and employ
smart prompt engineering. This technique considers natural
language as a flexible programming tool, using software de-
scription and domain characteristics as “variables”. Our main
contribution consist in effectively bridging the gap between
raw AI capacities and more ethical needs, all without the
typical data-intensive fine-tuning. Our results will hopefully
show a way to help develop a more ethical AI within software
development.

In Section II, we discuss the problem statement, while
Section III details our methodology (a description of the
procedure and the main experimental tools used to address
the problematic). Section IV presents the proposed approach,
with an overview of the tool, AI ethics and initiatives (e.g.
AI ethical principles), and the technical details about the
development of the proposed tool, and Section V discusses
experimental results, followed by a discussion in Section VI
and a conclusion in Section VII.

II. PROBLEM STATEMENT

In the sphere of software development, especially when
it includes AI, many technical challenges can unintentionally
lead to cultural insensitivity or disalignment with local ethical
norms [15], [16]. These challenges are especially pronounced

in Mauritania, given its rich tapestry of traditions and values.
Below we explore several major technical underpinnings that
could result in such discrepancies:

• Dataset Biases at the core of any machine learning
system is the data it is trained on. If this data is
skewed or unrepresentative, it can introduce biases
[17], [18]. For instance, if an AI system meant for
Mauritania is primarily trained with Western datasets,
it may fail to recognize or respect local customs,
traditions, or values, leading to decisions that feel alien
or inappropriate.

• Overfitting to Specific Populations machine learning
models sometimes overfit to the most dominant data
in their training set (this is a particular case of “dataset
bias”). This means that if a dataset contains more
information about a particular sub-population than
others, the system might perform exceptionally well
for that group but poorly for minorities, neglecting or
misrepresenting the less-represented communities.

• Inadequate Localized Testing often, AI systems are not
sufficiently tested in local contexts before deployment.
Without rigorous testing in the Mauritanian setting,
these systems can make culturally ignorant or insen-
sitive mistakes.

• Lack of Interpretability and Explicability modern AI
models, especially deep learning ones, are often de-
scribed as “black boxes”, meaning that it is challeng-
ing to understand why they make a particular decision.
Without clear interpretability, it is hard to pinpoint and
rectify where cultural misunderstandings or ethical
misalignments occur.

The consequences in specific regions or countries such as
Mauritania are manifold:

• Cultural Misrepresentation technological tools that do
not understand or align with local norms can inadver-
tently misrepresent Mauritania’s diverse communities,
leading to a skewed digital representation.

• Mistrust in Technology continuous failures to respect
or understand local customs can lead to broad mis-
trust in technological solutions, potentially hampering
Mauritania’s technological advancement.

• Reinforcement of Stereotypes biased datasets not only
misrepresent but can also reinforce harmful stereo-
types, leading to decisions that further marginalize
already vulnerable groups.

Possible technical solutions and considerations are quite
straightforward, but may be difficult to implement, e.g.

• Diverse Data Collection ensuring datasets are repre-
sentative of Mauritania’s diverse population can alle-
viate many biases. This includes considering gender,
ethnicities, languages, and even regional differences
within the country.

• Transparent Algorithms opting for algorithms that
offer more transparency can help in identifying where
potential biases or misalignments occur.
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• Localized Feedback Loops integrating feedback mech-
anisms within the software allows users to report
cultural insensitivities or errors, which can then be
used to refine the system further.

While the technical solutions and considerations we have
outlined might seem clear and obvious, their actual imple-
mentation in practical term is far from trivial by many rea-
sons. Local ethical principles are not mere lists of do’s and
don’ts. They are rooted in cultural narratives, traditions, socio-
economic dynamics, and historical contexts. Capturing these
nuances algorithmically is challenging. Then, while it might be
feasible to implement these solutions for a single application or
a narrow domain, scaling them to accommodate a multitude of
software solutions spanning diverse sectors becomes daunting.
Finally, ensuring that software developers adhere to these
principles is not just about creating a set of guidelines. Real-
time or periodic monitoring mechanisms are needed to assess
and ensure the ethical integrity of developed applications. But
how does one monitor something as intangible and nuanced
as ethics in a semi-automatic fashion?

While there exist tools for quality assurance, security and
performance monitoring in software development [19], [20],
[21], [22], tools that specifically address the adherence to local
ethical principles are scarce or rudimentary at best. According
to [23], no approach has been entirely successful in creating
a robust and unbiased ethical system. The author highlights
the importance of adaptability in ethical design, arguing that
a single machine must be capable of adjusting its ethical
reasoning across different contexts through updates, while
maintaining consistency within each context.

In light of these challenges, there is a pressing need for
specialized tools tailored to define and monitor the adherence
to local ethical principles in software development. Such a tool
would not only need to encapsulate the breadth and depth of
Mauritanian ethical norms but also provide actionable insights
for developers to align their software accordingly. It could also
be used elsewhere in the world.

III. METHODOLOGY

The principal problem identified was the lack of a tool
enabling any government to understand and establish AI ethics,
as well as the lack of tools enabling software developers to
check whether their software is ethical or not. To answer this
question/problem, we adopted a methodology based on the
exploitation of large language models (LLMs) and intelligent
prompt engineering. The natural language is considered as a
flexible programming tool.

Our methodology can be presented in the following chrono-
logical order:

• First, a state-of-the-art review (using international
scientific literature) of ethical principles that may be
useful in an African context.

• Then develop two web applications:
◦ One to help governments formulate and choose

their AI ethics, based on the ethical principles
chosen above. The ethical propositions elab-
orated thanks to this application could then

be published by the institution for more trans-
parency and to help developers align with the
requests.

◦ A second application for developers to check
whether their software is in line with govern-
ment ethics.

The prompts used to question the LLM contain variables
(e.g. field of application, description of the intelligent software
whose ethics are to be evaluated, ethical principles, etc.).

IV. PROPOSED APPROACH

A. AI Ethics and Initiatives

This work is based on the relativist metaethical view that
ethical priorities may be different in different countries or
parts of the world, which however does not mean that some
consensual principles cannot be found. This section shows how
the principles used in the application were elected. Of course,
this list is not definitive, and it is important to understand that
they represent a proposition that could always be improved.

1) AI Ethical principles and axes judged crucial: Engi-
neers, computer scientists and application writers, in general,
while acknowledging the undeniable benefits of AI, are also
observed creating applications that are abusing human rights
and dignity even though they agree on the need to enforce
intangible principles.

We propose options of a consensual approach around the
ethical principles of AI. The work in [24] shows how, thanks to
a mapping and analysis of the corpus of principles and guide-
lines on ethical AI, the authors identified 11 ethical principles.
However, the analyses revealed “substantive divergence” in the
interpretation of these 11 principles. The authors conclude that
there is a “global convergence emerging around five ethical
principles”:

• transparency

• justice and fairness,

• non-maleficence,

• responsibility and

• privacy

These principles are referenced in over half of the sources.
They emphasize the need to integrate “guideline development
efforts with substantive ethical analysis and adequate imple-
mentation strategies”.

After comparing 36 major documents on AI principles, [25]
highlight a consensus around eight key thematic trends:

• Privacy

• Accountability,

• Safety and Security,

• Transparency and Explainability,

• Fairness and Non-discrimination,

• Human Control of Technology,

• Professional Responsibility, and
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• Promotion of Human Values.

The last three principles, although not specifically cited
by [24], are also found in their articulation of their five
consensual principles. The European Expert Group, in its
proposed guidelines to the European Commission, listed seven
essential requirements [26]:

• Human factor and human control

• technical robustness and security,

• privacy and data governance,

• transparency,

• diversity, non-discrimination, core equity,

• societal and environmental well-being,

• responsibility.

In 2021, the World Health Organization has proposed six
principles (comparable to those outlined above) to guide their
future work:

• human autonomy

• human well-being and safety and the public interest,

• transparency, explainability and intelligibility,

• responsibility and accountability,

• inclusion and equity, and

• responsiveness and sustainability.

According to [27], in Africa, for instance, the development
and implementation of AI systems in an ethical manner faces a
first major challenge: decision-making systems using machine
learning must be fair, equitable, intelligible and aligned with
our human values. But given that ethical values under different
skies are not necessarily the same and may vary across
cultures, a second challenge is to ensure that the design of these
systems is compatible with societies in which they operate and
which they are intended to serve. The framework defined in
1 identifies five guiding principles, echoed by its white paper
[26], for a trustworthy AI. Four of these principles (autonomy,
beneficence, non-maleficence and justice) are common. The
fifth principle, explainability, is specific to AI.

• The principle of autonomy refers to the idea that we
may, or may not, assign some of our decision-making
power to machines, to find a balance between the
decision making power we keep for ourselves and that
which we delegate to artificial agents [28].

• Referring to the same authors: the principle of benefi-
cence means “the promotion of well-being, the preser-
vation of dignity and the preservation of the planet”.
In other words, the development of AI that benefits
humanity.

• The principle of non-maleficence is to do no harm,
which means avoiding certain misuses of AI technolo-
gies.

1https://rm.coe.int/cahai-2020-08-fin-fr-mantelero-binding-instrument-
report-completed/16809eed6d

• Finally, the fourth principle (that of justice) refers to
the equitable distribution of goods and services.

• Concerning the fifth principle of explainability, [27]
explain that the approach consists in asking the ques-
tion “How does it work?” (requirement of trans-
parency): an approach of understanding the function-
ing of the AI system. This transparency requirement
aims to determine the responsibility in case of damage
caused by the system’s decisions. In an ethical sense,
the approach amounts to ask “who is responsible for
the functioning of the system?” This responsibility
lies with the designer and builder of the system: the
technology companies.

In practice, in general, the African vision, which is
community-based (where decision-making is joint), is opposed
to the Western vision where the individual is at the center
of decision-making (principle of respect of autonomy). [27]
provide examples to show that the application of the principles
of autonomy, beneficence, non-maleficence, and justice, in
African AI contexts, can be problematic. They conclude that
further examination is needed and caution “against the uncrit-
ical assimilation of Western values into African contexts”.

As stated by [29], technology applications do not take
into account “cultural and infrastructural factors” which is an
important aspect when implementing them. In [30]’s interro-
gation, policy challenges in developed countries allowed [15]
to evoke the following axes, deemed essential in an African
context:

• Equity, partiality and responsibility.

• Loss of jobs and tax revenue through automation.

• Cultural and linguistic diversity.

• Surveillance and loss of privacy.

• Democracy and political self-determination.

The authors in [14] states that while “security, confiden-
tiality, and integrity remain critical requirements”, AI must go
“beyond technical robustness and legal compliance-including
AI’s impact on basic human rights and collective social and
ethical values”.

Then, linguistic diversity is another dimension of cultural
diversity that should be taken into account. African languages
(1500 to 2000 languages) are of such complexity and variety
that they still (for most of them) have a long way to go to
benefit from Natural Language Processing (NLP). NLP is a
branch of AI. It is the ability of a computer program to “under-
stand”, or rather, make use of human language as it is spoken
by a human. Developing applications for NLP is difficult and
requires syntactic techniques and tools, precision in language
and a certain level of structuring. Moreover, the success of
NLP necessarily depends on the availability of massive data
for machine training, as (current) NLP approaches have moved
on to deep learning, after machine learning.

Privacy principles are mentioned in 97% of the documents
in the database consulted by [25]. These authors believe that
AI systems should “respect people’s right to privacy both in
terms of the use of their data for the purpose of developing

www.ijacsa.thesai.org 80 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

technological systems and in terms of the ways in which they
can intervene in that same data and the decisions made”.

Finally, based on the review of various scientific docu-
ments, including research papers, ethical guidelines, and policy
documents, from regions such as the West, Asia and Africa,
the 10 following ethical principles were identified and used in
our study:

• Transparency

• Responsibility

• Non-Maleficence

• Equity

• Privacy and Confidentiality

• Societal and Environmental Well-being

• Human Autonomy

• Reactivity and reliability

• Cultural and Linguistic Diversity

• Democracy and Political Self-Determination

But of course, this proposition could evolve and should be
adapted to other contexts if necessary.

B. Technical Details

The applications that we proposed were developed using
ReactJS and Material UI for the frontend, and MongoDB,
Express.js, and Node.js for the backend.

• ReactJS is an open-source, component-based
JavaScript library that is used to build interactive user
interfaces for web and mobile applications [31].

• Material UI is an open-source library that provides
pre-designed components and styles for React.

• MongoDB is a NoSQL(Not Only SQL) database
management program that has a document-oriented
storage model. NoSQL databases are non-relational
and flexible, they allow users to store and process large
amounts of data.

• Node.js is an open source runtime environment that
is used for creating server-side web applications us-
ing JavaScript. It uses an asynchronous event-driven
model [32]. Express.js is a Node.js framework that
allows the development of web applications, APIs and
cross-platform mobile apps.

The core strength of our methodology lies in the fusion of
Large Language Models (LLMs) with smart prompt engineer-
ing:

1) Natural Language as a programming tool: By treating
natural language as a dynamic programming medium, we
harness the expansive capability of LLMs to make propositions
in human readable natural language. Trained on extensive
datasets, LLMs excel in tasks such as content creation and
question-answering [33]. A key feature of LLMs is the at-
tention mechanism, which improves their ability to generate
contextually appropriate responses. These models are typically

based on the “Transformer architecture,” a neural network
framework optimized for language tasks [34]. In this study,
we used two OpenAI models: GPT-3.5-turbo to build a chat-
bot and GPT-3.5-turbo-instruct to propose specific questions
to developers, as well as to establish ethical standards and
identify possible existing correlations between ethical princi-
ples. These two models are accessible via the OpenAI API
(https://platform.openai.com/). OpenAI’s GPT-3 is an autore-
gressive language model family capable of performing human-
like text completion tasks. The GPT-3.5-turbo version has 175
billion parameters and was trained on a variety of permitted
and public documents [35].

GPT-3.5-turbo was used to build our chatbot because it
is a chatty model that will provide responses beyond what
is specifically asked. The instruct model, however, is much
more terse and concise, performing exactly as instructed.
The /completions endpoint (used for GPT-3.5-turbo-instruct)
provides the completion for a single prompt and takes a single
string as input, whereas the /chat/completions endpoint (used
for GPT-3.5-turbo) responds to a given dialog.

These models have a parameter called temperature, which
is playing a vital role in our prompts. It is an important setting
as it influences the variability of the generated responses.
As the temperature approaches zero, the model will become
deterministic and repetitive. With this setting, we can fine-tune
the model according to the desired level of creativity [36].

2) Smart prompt engineering: Instead of traditional fine-
tuning, which requires vast datasets and often masks the
decision-making process, smart prompt engineering benefit
from LLM’s vast knowledge while guiding it with precision.
This ensures our tool remains adaptable and explicable. For
instance, given a prompt, the LLM crafts questions that probe
the software’s ethical alignments, drawing from the software
and domain descriptions. The type of prompt that is used
in this study is Zero-shot prompts. In prompt engineering,
“Zero-shot” is when we give a task to a language model like
GPT-3 for instance, without any prior examples or training
specific to that task. Essentially, the model have to accomplish
the task based entirely on its pre-existing knowledge and
understanding, which it acquired during its initial training
phase. As opposed to “few-shot” or “one-shot” learning, where
the model is given one or a few examples to guide its response.
Zero-shot learning tests the model’s ability to generalize.

Formula for calculating the percentage of compliance with
AI ethics. In order to verify if the software developer did
respect the AI ethics established by the government, the Eq.
(1) was proposed. this formula is designed to calculate the
percentage of compliance with the ethics and subsequently
verify if the developer has met the minimum percentage value
established by the government. The formula is based on the
weightings that was assigned by the government to the ten
ethical principles and the developer’s responses to the five
questions per principle.

P =

10∑
i=1

Ri

5 Wi

10∑
i=1

Wi

· 100 (1)
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Where Wi is the weighting of the i-th ethical principle. Ri

is the developer’s response to the i-th ethical principle.

In the formula, each response of the developer is divided
by 5 in order to normalize the answer to a scale from 0
to 1, where 0 means no positive response (complete non-
compliance) and 1 means the developer answered “yes?” to
all questions (complete compliance). Then these normalized
values are multiplied by the respective weights assigned by
the government, and then the weighted average is calculated.

C. Application Overview

Our application (see Fig. 1) is specifically tailored to bridge
the ethical divide in software development, offering tools to
both government officials and software developers. The main
idea behind this application is to enable the government, on
one hand, to establish a list of ethical principles and assign a
weighting to each principle. These weightings are specific to
each ministry or domain. They could be elaborated by ethical
committees for each domain, sub-population or context.

Subsequently, developers could, through specific questions
for each principle, verify if their software respects the gov-
ernment’s ethical norms or preferences of the context in
which the application will be used. Indeed, each ministry /
domain / context (health, education, etc.) could have its specific
weighting of principles, and every software developer would
need to comply with the ethics established by the ministry to
which their software is linked for getting an approval. The
questions posed to the developer are proposed automatically
by an LLM (Large Language Model) based on the application
domain (health, education, etc.) of their software and the
description of their software. Each ministry could review, and
then validate or reject the developers’ responses. Subsequently,
the developer could re-calibrate their application based on
feedback from the respective ministry. This iterative process
would allow developers to review and refine their software
to ensure it finally complies with the government’s ethics,
based on further feedback and comments. This application
ensures scalability because it can be applied across various
domains. But, in this paper, only an example about Healthcare
was presented. This could be seen as a way for top-down
authoritarian governments to enforce their political views, but
it must be understood that such guidelines are constitutive of
all governments: even in the most liberal democracies, software
that would promote racist or paedophilic contents are rightly
strongly prohibited, so such ethical enforcements are necessary
and beneficial to any society.

The use of an LLM has been identified as a promising
method to not only facilitate the generation of appropriate
questions for developers but also to help the government better
understand and formulate its ethics optimally and to propose
standards to be followed at the level of each ministry. The
participation of an expert committee in this process is strongly
encouraged. This can guarantee consistency and representative
ethics within each ministry but also across ministries.

It is designed to work in two complementary parts
(Government-Centric Application and Developer Diagnostic
Application).

1) Government-Centric application: This module allows
government officials to dynamically propose and adjust local
ethical norms according to a domain-specific context. These
guidelines are defined in the form of clear, natural language
prompts, helping for transparency in ethical expectations.
Below, the list of sections and features:

a) Section “Chatbot”: Users can ask questions and
request information about AI ethics via a Chatbot. This LLM-
based Chatbot aims to guide the government in understanding
and formulating ethics within each ministry/domain. The fol-
lowing message was used to provide guidance on how the GPT-
3.5-turbo model should behave for the conversation : “You are
an intelligent assistant designed to help users understand AI
ethics, become familiar with AI ethical principles, and select
the most suitable ethical principles for their specific context.
Your goal is to provide clear, comprehensive, and practical
guidance.”

b) Section “Define an ethic”: Government officials can
record their expectations regarding ethics via a questionnaire.
The questionnaire is domain– or ministry– specific. This
section contains three steps:

• Selection of the application domain : Health, educa-
tion, finance, agriculture. This is the domain to which
the concerned ministry is linked.

• Weighting of ethical principles (see Fig. 4). In this
step, it is possible to consult a proposed list of
principles (principles that we choose during the state-
of-the art step), see the description of each, and
assign a weighting to each principle according to its
importance in the concerned domain. This task of
weighting is made easy thanks to a text proposed by
the LLM that helps users to find out which principles
are essential and which are less important in the
context of the specific application domain. Indeed, the
importance of ethical principles can vary from one
domain to another.

• Specifying a threshold: The minimum value of the
“percentage of ethics compliance” that the developer
must achieve for their software to conform with es-
tablished ethics. Each ministry must have its set of
thresholds as some domains are more sensitive than
others. The compliance threshold has been identified
as playing a crucial role in the process of evaluating
governmental ethics. It represents the government’s
will to implement ethical principles and allows civil
servants to assess to what extent the software respects
established ethical values.

• In the end, a summary of the provided informations
is displayed, along with some suggestions:

◦ The previously entered weightings of the prin-
ciples.

◦ A list of ethical standards proposed by the
LLM that the developer should implement
during the software development process.

◦ An overview of the correlations between dif-
ferent ethical principles.
These correlations are proposed by the LLM
as correlations exist between different ethical
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Fig. 1. Flowchart of the proposed approach.

principles. They are used to compute a given
software’s compliance with established ethics.
For example, if there is a correlation between
the transparency principle and the responsibil-
ity principle, and the weighting of transparency
is respected but that of the responsibility prin-
ciple is not, compensation can then take place,
allowing the developer’s software to be valid
even if it is below the minimum value of the
responsibility compliance threshold. The way
the compensation is done is open to, and can
be modified by the user, with the possibility
to implement strong thresholds that cannot be
compensated for.

c) Section “See chosen ethics”: The user can consult
all the information they have entered in the “Define an ethic”
form, as well as the list of standards and existing correlations
between principles.

d) Section “Ethics Compliance Test”: Through this
interface, each ministry can review developers’ responses to

an ethics compliance form (this is a form accessible via the
developer module). The ministry validates these responses if
they comply with ethics and rejects them if they are not, with a
message to the user so that he/she can improve their application
before re-submission.

2) Developer diagnostic application: This tool serves as
an ongoing ethical audit mechanism. By processing software
characteristics and responses against the predefined prompts, it
provides feedback on potential ethical misalignments. Below
the list of sections and features:

a) Section “Standards”: The developer can consult the
standards to apply during the software development process.
This helps developers to acquire a better understanding of
ethical issues. This list of standards was previously elaborated
using the help of an LLM and validated by the government
via the government module.

b) Section “Form”: The developer can check whether
their software complies with the government-established ethics
through a questionnaire. It takes place in three stages:
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• First, the developer provides the following informa-
tion: software name, application domain, and descrip-
tion.

• Then, they must answer “yes / no” questions regarding
each ethical principle’s implementation. Five questions
are asked for each principle. These questions are
proposed by an LLM educated on ethics, based on
the software description, application domain, and the
principle in question, ensuring a thorough verification
of whether ethics are correctly incorporated into the
software development process.

• Finally, the developer can view a summary of their
responses:

◦ A radar chart displaying both the developer’s
response results and the government’s weight-
ings. This chart enables a clear comparison
between the developer’s performance and gov-
ernment expectations.

◦ The number of points obtained for each prin-
ciple, the name, domain and description of
the software. The developer’s response to this
questionnaire must be validated solely by an
expert committee on AI ethics within the gov-
ernment or the respective ministry.

c) Section “Ethics Compliance”: The developer can
review feedback from the ministry to which their software’s
domain is attached. And see if their software is approved
(meets the government’s expectations in terms of AI ethics)
or not.

V. EXPERIMENTAL RESULTS

Prompts used in this study and their outputs:

• Prompt for proposing five questions about the ap-
plication of each ethical principle (see Fig. 2) : the
objective of this prompt is to propose five questions
the developer must answer. Each question is about
the implementation of each ethical principle. The
variables: “descApp” (software description), “domain”
(domain of application), “principleName” (name of
the ethical principle) are given as an input.

Fig. 2. Prompt that propose questions for developer

descApp = “IBM Watson for Oncology is an AI-
powered software designed to assist oncologists in di-
agnosing and creating personalized treatment plans for

cancer patients. Developed by IBM in collaboration
with Memorial Sloan Kettering Cancer Center, this
software leverages the power of AI to analyze large
volumes of medical literature, patient data, and clinical
trial information to provide evidence-based treatment
recommendations”, domain/Field = Healthcare, tem-
perature = 0

◦ Output of the prompt when principal name
is Transparency (the output is in the format
JSON):

"questions":
[ "id": 1, "name": "q1", "label":
"Does the software provide
a clear explanation of how
it arrives at its treatment
recommendations?", "id": 2,
"name": "q2", "label": "Is
the software able to provide
a breakdown of the data and
sources used to generate its
recommendations?", "id": 3,
"name": "q3", "label": "Does the
software disclose any potential
biases or limitations in its
recommendations?", "id": 4,
"name": "q4", "label": "Is
the software able to explain
the reasoning behind its
recommendations in a way that is
understandable to non-technical
users?", "id": 5, "name": "q5",
"label": "Does the software
provide a mechanism for users to
access and review the data used
to generate its recommendations?"
]

◦ Output of the prompt when principal name is
Responsibility:

"questions":
[ "id": 1, "name": "q1",
"label": "Does the software
accurately and reliably analyze
large volumes of medical
literature, patient data, and
clinical trial information to
provide evidence-based treatment
recommendations?", "id": 2,
"name": "q2", "label": "Does the
software take into account the
individual needs and preferences
of each patient when providing
treatment recommendations?",
"id": 3, "name": "q3", "label":
"Is the software transparent
in its decision-making process,
providing clear explanations for
its treatment recommendations?",
"id": 4, "name": "q4", "label":
"Does the software have
mechanisms in place to ensure
patient data privacy and
security?", "id": 5, "name":
"q5", "label": "Is the software
regularly monitored and updated
to ensure its accuracy and
effectiveness in providing
treatment recommendations?" ]

◦ Output of the prompt when principal name is
Privacy and confidentiality:

"questions":
[ "id": 1, "name": "q1",
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"label": "Does the software have
a clear and transparent privacy
policy that outlines how patient
data will be collected, used, and
protected?", "id": 2, "name":
"q2", "label": "Is the software
designed to only collect and use
patient data that is necessary
for its intended purpose?",
"id": 3, "name": "q3", "label":
"Does the software have built-in
security measures to protect
patient data from unauthorized
access or breaches?", "id": 4,
"name": "q4", "label": "Is the
software regularly audited and
updated to ensure compliance
with privacy and confidentiality
regulations?", "id": 5, "name":
"q5", "label": "Does the software
have a mechanism for patients
to access, review, and request
changes to their personal data
collected by the software?" ]

• Prompt for proposing a list of norms to apply when
developing an intelligent software (see Fig. 3). The
following variables are given as an input: “listPrinci-
ples” = list of ethical principles, “domain” = domain
of application, “notations” = the weighting given by
the government to ethical principles. Output of the

Fig. 3. Prompt that propose a list of norms.

prompt that propose a list of norms:
Transparency:

◦ Provide clear and accurate information about
the Al software and its capabilities to health-
care professionals and patients

◦ Ensure that the Al software does not hide or
manipulate information from healthcare pro-
fessionals and patients

Responsibility:
◦ Ensure that the Al software is properly main-

tained and monitored to prevent any potential
harm to patients

◦ Establish clear lines of responsibility and ac-
countability for the development and use of the
Al software

Non-maleficence:
◦ Conduct thorough risk assessments and testing

to identify and mitigate potential harms caused
by the Al software

◦ Implement safeguards and protocols to prevent
or minimize potential harms to patients from
the Al software

Equity:
◦ Ensure that the Al software does not perpetuate

or amplify existing inequities in the healthcare
system

◦ Regularly assess and address any potential
biases or discrimination in the Al software that
could impact patient outcomes

Privacy and confidentiality:
◦ Implement strong data privacy and security

measures to protect patient information col-
lected and used by the Al software

◦ Ensure that the Al software adheres to all
relevant privacy laws and regulations

Societal and environmental well-being:
◦ Consider the potential societal and environ-

mental impacts of the Al software and take
steps to mitigate any negative effects

◦ Regularly evaluate the Al software’s overall
contribution to the well-being of society and
the environment

Human autonomy:
◦ Ensure that the Al software does not impede or

restrict patient autonomy in making healthcare
decisions

◦ Provide options for patients to opt-out or re-
quest human intervention in the use of the Al
software for their care

Reactivity and durability:
◦ Regularly monitor and update the Al software

to ensure it remains relevant and effective in
the rapidly changing healthcare landscape

◦ Implement a system for receiving and address-
ing feedback and concerns from healthcare
professionals and patients about the Al soft-
ware

Cultural and linguistic diversity:
◦ Ensure that the Al software is accessible to and

inclusive of individuals from diverse cultures
and linguistic backgrounds

◦ Conduct thorough testing and adaptation of
the Al software to account for cultural and
linguistic differences in healthcare practices

Democracy and political self-determination:
◦ Ensure that the development and use of the Al

software is aligned with democratic principles
and political self-determination

◦ Ensure transparent decision-making processes
and active stakeholder engagement in the de-
velopment and use of the Al software.
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• Prompt for proposing the existing correlations be-
tween ethical principles (see Fig. 4): If the percentage
of compliance of the developer is below the minimum
value of “percentage of compliance with AI ethics”
set by the government, the correlations between the
ethical principles might become significant. These
correlations can help government officials to decide
whether to approve or not the developer’s software.
For instance, if there’s a correlation between Principle
A and Principle B, and the developer has closely
followed the guidelines for Principle A but not for
Principle B, then adherence to Principle A can com-
pensate the lack in Principle B.

Fig. 4. Prompt for the existing correlations between ethical principles.

Output of the prompt for the existing correlations
between ethical principles: see Fig. 5.

Fig. 5. The summary (correlations between different ethical principles,
proposed by the LLM). Because of the translation tool Responsibility

became Accountability.

VI. DISCUSSION

As the industrial revolution allowed humans to delegate
hard work to machines, the AI revolution will allow us to
delegate to AI more and more white-collar tasks: bureaucratic
at first but as AI will improve, it will be given increasing
decision-making power. In medicine, for example, it is now
accepted that AI is better and faster at spotting developing
cancers on mammographies. This is great because it will save
time to radiologists, who can then concentrate on more difficult
cases.

AI assistants are becoming acting assistants, with
www.jace.ai, “Your new AI employee” that will act for you:
“Don’t just chat, start acting today”. On March 13th 2024,
the Members of the European Parliament (MEP) adopted
the Artificial Intelligence Act, setting safeguards on general
purpose artificial intelligence, limiting the use of biometric
identification systems by law enforcement, banning the use
of AI for social scoring and manipulating or exploiting user
vulnerabilities, and giving consumers the right to launch com-
plaints and receive meaningful explanations.

All this means that societies are becoming increasingly
aware of the risks posed by AI, but companies too: in order
to get an “app” validated by Apple for upload on their
appStore, the app needs to be “approved” and for this, the
developer must follow hundreds of guidelines limiting the app
to minimize its access to the contents on the phone or tablet
on which it will be used.2 For example, developers must: “Use
AppStoreSettings to manage a user’s App Store settings. You
can set a maximum age rating for apps, deny in-app purchases,
and require passwords for purchases.”

This is what this work attempts at proposing: a tool to help
governments formulate their policies and guide app developers,
all this with the help of Large Language Models.

The transparent design that we propose promotes clarity in
interaction, accountability in ethical deviations, and empow-
ers stakeholders with informed decision-making capabilities.
These are significant strides toward responsible AI develop-
ment in a culturally-sensitive domain. The major advantage is
its emphasis on explicability:

1) Transparency by design: By utilizing natural language
as the medium of interaction and guidance, stakeholders can
easily understand, adjust, and interpret the ethical guidelines
and the feedback generated.

2) Ethical accountability: When the system identifies a
potential bias or misalignment, it does not just flag it but also
provides a contextually relevant explanation, making it easier
for developers to pinpoint and rectify the root cause.

3) Informed decision-making: As the government and de-
velopers interact with the tool, they are consistently informed
about how the software aligns with ethical norms, ensuring
conscious and informed decisions throughout the development
lifecycle.

However, as with all pioneering methods, it has its inherent
challenges, which can be presented in terms of the following
disadvantages:

2https://developer.apple.com/documentation/managedsettings/
managedsettingsstore/appstore?changes= 6
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• Bias from Language Models: Even with smart prompt
engineering, there is a possibility that biases inherent
in the LLM (acquired from the data it was trained on)
could influence its feedback.

• Scalability Issues: As governments adjust ethical stan-
dards and as the volume and complexity of software
applications increase, the system might face scalability
issues, potentially slowing down feedback times.

• Lack of Ground Truth: Using natural language as a
programming tool lacks a strict “ground truth” in the
way traditional programming does. Hence, there is a
level of interpretative ambiguity.

We, therefore, try to propose ideas:

• Enhanced Training: The LLM could be trained further
using Mauritanian cultural and linguistic data. This
would enhance its understanding of local nuances.

• Continuous Feedback Loop: Encourage continuous
feedback from users, especially when they notice
discrepancies or biases. This would help in refining
the system over time.

• Incorporate Domain Experts: Engaging domain ex-
perts in sectors like healthcare, finance, etc. can help
in fine-tuning the responses and ensuring domain-
specific accuracy.

Consider the description of the software to be checked
and its specific domain as contextual anchors; by integrating
these as prompts, we guide the model’s responses in a manner
that is intricately aligned with the software’s functionality and
its ethical considerations within that domain. This is akin
to “fine-tuning on-the-fly”: the model’s vast knowledge is
channeled and constrained by the prompt, ensuring relevance
and accuracy without the need for additional training data.

Moreover, this method underscores a significant advantage:
it is adaptable. As software evolves or if there are shifts in
domain-specific ethical standards, the prompts can be adjusted,
thus ensuring that the AI’s outputs remain congruent with the
changing landscape. In essence, by leveraging smart prompt
engineering, we are making a case that with the right prompts,
models like LLM can be “programmed” in real time using
natural language, bridging the gap between generalized AI
knowledge and specific, localized requirements.

The advantages of the proposed approach compared to
some existing methods is that, compared to existing frame-
works such as the G7 toolkit3 and the U.S. Intelligence
Community’s AI Ethics Framework4, which address AI ethics
broadly but lack a focus on generative AI, our proposed
approach is distinct in its specific adaptation for generative
AI tools. This model is dynamic, allowing government bodies
to calibrate ethical standards flexibly across domains and
adapt to evolving cultural contexts. Furthermore, the integrated
government-developer feedback mechanism supports continu-
ous alignment with ethical standards, which is typically absent

3https://www.oecd.org/content/dam/oecd/en/publications/reports/2024/10/
g7-toolkit-for-artificial-intelligence-in-the-public-sector f93fb9fb/421c1244-
en.pdf

4https://www.intelligence.gov/artificial-intelligence-ethics-framework-for-
the-intelligence-community

in other frameworks. By utilizing LLMs, this tool also offers
a novel, practical approach for real-time ethical compliance,
reducing reliance on resource-intensive manual assessments.

VII. CONCLUSION

We present a possible solution to the challenges of modern
software development in a sensitive sociocultural context,
leveraging the strengths of large language models, and em-
phasizing explicability as its cornerstone. At the intersection of
AI and ethics, our LLM-based tool serves as a critical bridge,
particularly in the Mauritanian context.

Technically, our tool has two major components:

• For the government, it’s a dynamic platform to set
the ethical standards they want to promote. By tuning
these standards, they can directly shape the AI’s
desired behavior, ensuring a permanent alignment
with local values, all the while avoiding unintentional
amplification of biases. Inserting their ethical wishes
and priorities in the tool will force governments to
think about them and integrating them in the tool will
be equivalent to publishing them, resulting in ethical
norms to be officially clear and known by all. So, the
tool is there too to help the institution to refine their
norms.

• For developers, it is a diagnosis tool. It allows them
to check if their software aligns thanks to a set of
domain specific questions, generated by LLM. The
LLM engineering provides smart prompts to maximize
robustness: if biases exist in data or algorithmic design
— the tool will detect it via smartly formulated closed
questions and answers. This immediate feedback helps
developers rectify issues before they escalate into
bigger problems.

For Mauritania, unchecked biases could lead to wrong deci-
sions, from reinforcing stereotypes to misinformed policies.
However, the inherent ambiguity of natural language as a tool
is noteworthy and can be a serious limitation. But by acknowl-
edging it and actively seeking solutions, such as further local-
ized training, continuous feedback loops, and domain-specific
expert input. Because it is adaptable and resilient, the process
of improving it will increase the awareness, understanding and
realization of governmental institutions on the importance of
ethics.

Interestingly enough, even if the questions or the “guid-
ance” of the LLM end up being strange, trying to understand
their meaning will force users on both sides to think about
ethics, which would not be so much the case if this tool did
not exist.

The source code attached to this work is available
on GitHub, here: https://github.com/Lalla-Aicha/Ethic-
App-developer, https://github.com/Lalla-Aicha/EthicApp-
Government. A lot of screenshots could not be added to this
paper due to the maximum number of pages.

To further enhance the effectiveness and accessibility of
our proposed ethical framework for AI, future work will focus
on two key areas: improving the model’s response precision
and expanding its linguistic reach.
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First, fine-tuning the LLM for conciseness and precision
will be essential for achieving more targeted, contextually
relevant outputs. By training the model on a curated dataset of
ethical guidelines and domain-specific language, we aim to re-
fine its ability to deliver concise and precise recommendations.
This focused training will help reduce ambiguity and improve
the clarity of responses.

Second, to support broader accessibility in diverse linguis-
tic contexts, we plan to implement multilingual capabilities.
This could involve training the model on datasets in multiple
languages or incorporating advanced translation features that
allow ethical standards to be accurately reflected in non-
English-speaking regions. By expanding the tool’s language
support, we aim to provide a more inclusive platform, enabling
it to be a valuable resource in global settings where ethical
norms and practices vary significantly.

Through these advancements, the tool can become both
more precise and more widely accessible, contributing to a
more ethically aligned implementation of AI across diverse
cultural and linguistic landscapes.
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