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Abstract—Heart disease (HD) continues to rank as the top 

cause of morbidity and mortality worldwide, prompting the 

enormous importance of correct prediction for effective 

intervention and prevention strategies. The proposed research 

involves developing a novel explainable AI (XAI)-driven chatbot 

system for HD prediction, combined with cutting-edge machine 

learning (ML) algorithms and advanced XAI techniques. This  

research work highlights different approaches like  Random 

Forest (RF), Decision Tree (DT), and Bagging-Quantum Support 

Vector Classifier (QSVC). The RF approach achieves the best 

performance, with 92.00% accuracy, 91.97% sensitivity, 56.81% 

specificity, 8.00% miss rate, and 99.93% precision compared to 

other approaches. SHAP and LIME provide XAI methods for 

which the chatbot's predictions and explanations endow trust and 

understanding with the user. This novel approach proves the 

potential of seamless integration of explanations in a wide range of 

web or mobile applications for healthcare. Future works will 

extend the work on incorporating other diseases' predictions in the 

model and improve the explanation of those predictions using 
more advanced explainable AI approaches . 

Keywords—Heart disease prediction; machine learning; chatbot 
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I. INTRODUCTION 

The rapid development of artificial intelligence (AI) [1] and 
ML [2] technologies has made various fields, including 
healthcare [3], solutions to complex medical problems possible. 
In this regard, HD stands as an important public health issue 
among the leading causes responsible for mortality across the 
globe. Therefore, early detection and prevention of HD is 
important to curb the materialized global impact. AI-enforced 
solutions are fascinating tools for achieving such goals, with 
chatbots being a prominent example. Chatbots have emerged as 
a novel interface for healthcare applications by using 
conversational AI to communicate with users through real-time 
conversations and gather valuable health information. These 
intelligent agents driven by ML models can assess risk factors, 
reply to questions, and provide health predictions based on user 
inputs. The promise of Chatbots is most evident in heart disease 
prediction as they act as virtual assistants to surface early red 

flags and motivate preventive actions. However, a significant 
concern surrounding the implementation of these chatbots in 
life-critical health scenarios is their ability to elucidate their 
predictions in a way that is transparent and comprehensible to 
end users. The application of chatbots, empowered by ML 
techniques, ensures a broader range of capabilities for an 
interactive conversation system. 

Traditional ML models [4] have proven efficient predictors 
of clinical scenarios, they remain largely "black boxes" whose 
inner workings are often not transparent enough to fully account 
for how certain decisions are arrived at. Such opacity may 
generate doubts regarding trust and reliability because 
healthcare demands insight into the reasoning behind a 
prediction. To avert these challenges, XAI [5] has been 
fashioned to augment the interpretability of the decision-making 
processes involved in these models. By providing greater insight 
into variables predicting heart disease, XAI helps in decision-
making by healthcare practitioners and parties involved thus 
engendering trust in AI solutions. 

Explainable AI helps in this regard by allowing chatbots not 
only to predict HD risk but also to explain the reasons behind 
their predictions understandably. In contrast with the normal 
“black box” ML model for which decisions are explained in 
contextual terms, XAI-driven chatbots such as this can 
potentially explain why some attributes (blood pressure, 
cholesterol levels, etc.) lead to a simultaneously unique heart 
disease risk given all patient profiles: age ranges and 
themselves’s lifestyle choices. Transparency will be an essential 
aspect of healthcare. It builds trust and clarifies the rationales of 
AI recommendations to patients as well as providers. XAI-based 
chatbots [6] for heart disease prediction [7] combine strengths 
from both conversational agents and sophisticated predictive 
models. These chatbots aim to interact with users in dialogue, 
collecting the required health information and providing instant 
risk estimates. The chatbot incorporates XAI methods to explain 
how some health measurements, lifestyle habits, or risks in 
custom history contribute to the overall risk profile, thus 
providing a transparent vision of the prediction process. These 
together not only enhance user experience but also make sure 
that the predictions remain interpretable and actionable. 
Moreover, the drifting of implementing XAI into HD prediction 
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models coincides with the growing concern in ethical AI, and 
the necessity of fair systems [8], accountability [9], and 
transparency [10]. While such qualities are critical in every 
domain, they gain special significance in healthcare since they 
may directly affect patient outcomes as well as trust in AI-driven 
recommendations. XAI can allow clinicians to verify model 
predictions, see where biases occur, and make adjustments, 
ensuring results are fair and accurate across patient groups via 
the chatbot's suggestions. In turn, this works to encourage 
patients to adopt the recommended lifestyle changes or prompts 
for further medical evaluation. 

The usage of XAI with chatbots for HD prediction [11], the 
primary advantages would be to improve patient education and 
engagement. It helps them better understand why and how age, 
smoking behavior, activity level, or dietary habits could increase 
the risk of HD. This understanding empowers people to take 
charge of their health and care and achieve better outcomes 
overall. It not only helps diagnose [12] but also educates the 
patient about their condition, acting as a bridge between 
complicated medical information and a better understanding of 
patients. 

The practice of such systems should be done carefully, with 
full consideration given to technical and clinical issues. From 
the technical aspects, ML algorithms used, feature selection, and 
model training are key to determine what will be predicted by 
the bot that should have high accuracy with ground truth. For the 
interpretability of ML models, there are different techniques like 
SHAP (Shapley Additive Explanations) [13] and LIME (Local 
Interpretable Model-Agnostic Explanations) [14]. These 
techniques help you identify the roles different input features 
play in your final prediction, and so your model decision is more 
scrutable. From the clinical point-of-view, it is important that 
this AI chatbot be tested with patient-generated data, and 
working closely with doctors helps to mature its design. 
Working alongside cardiologists, GPs and other practitioners 
should allow the dialog responses of this chatbot as well to help 
prediction models better adapt in focusing on specific patients at 
risk of HD. Two trade-offs yet to be considered are the model 
complexity and interpretation ability when the work starts 
deploying XAI-based chatbot service for HD prediction. 
Although more complex models (e.g., deep neural networks) 
may provide greater accuracy, they are also often less 
interpretable than simpler ones such as decision trees or logistic 
regression. Finding the right balance between accuracy and 
interpretability is crucial to ensure that the chatbot delivers 
reliable predictions while maintaining transparency. 
Researchers are dynamically discovering hybrid techniques that 
integrate the strengths of various models to obtain optimal 
performance. 

Many studies have explored ML and Deep Learning (DL) 
approaches for HD prediction, but they often lack transparency, 
limiting their practical adoption in healthcare. The novelty of 
this study lies in introducing an XAI-driven chatbot system that 
combines accurate predictions with interpretable outputs. By 
focusing on transparency and user-friendly design, it bridges the 
gap between complex AI models and practical healthcare use, 
addressing the "black-box" limitations of traditional methods. 
This research work proposes the design of XAI chatbots for HD 
prediction which marks an important sign of leveraging AI for 

healthcare. With ML's powerful predictive features and XAI 
helping in bringing transparency, now healthcare systems can 
benefit from accurate predictions as well as making these 
models trustable for both patients and Healthcare Providers. 
Even more, improvements are planned as the field continues to 
grow, making these chatbots even more useful when it comes to 
battling HD and any other health sicknesses that last a lifetime. 

The remainder of this paper is organized as follows: Section 
II discusses the literature review, highlighting the previous work 
regarding chatbot systems for HD prediction, and Section III 
provides limitations of previous works. Section IV discusses the 
proposed methodology, Section V highlights the dataset 
description, Section VI explains the dataset structure, Section 
VII explains the system block diagram, Section VIII describes 
pseudo code, Section IX simulation results, Section X explains 
the Discussion, Section XI presents conclusion of the 
manuscript and Section XII describes the limitations and future 
suggestions. This structure ensures a comprehensive 
understanding of the study and its contributions. 

II. LITERATURE REVIEW 

There have been extensive research interests pursued over 
the years on several autonomous systems, such as virtual 
assistants, chatbots, and applications for HD prediction 
employing XAI among other techniques. Their work has opened 
up ways for making predictive healthcare systems transparent, 
accurate, and ethical which provides a strong ground on top of 
where future advancements can be carried out. This section 
presents some of the most important research ever published in 
this field. AI-powered health chatbots are a game changer for 
how mental healthcare can be approached by businesses as well 
as any other sector including the traditional form of care within 
Healthcare. Powered by Natural Language Processing (NLP) 
and AI, these smart chatbots can converse through text as well 
as voice performing functions similar to those handled by a live 
human agent. The kinds of jobs they provide are many; 
everything from helping individuals in crisis to customer 
service. Smartphone and smart speakers-powered voice-enabled 
chatbots use high-end speech-to-text capabilities but are 
sensitive to elements like regional accents or background noise. 
Text-based chatbots, on the other hand, such as those found in 
Messenger or Slack that are available within web applications 
offer more managed interactions and allow for complex 
questions to be answered making them great tools for people 
looking for mental health support. 

The authors highlighted that in recent years, chatbots have 
made remarkable progress in addressing various health-related 
issues, including obesity and weight management, dementia 
(e.g., Endurance, which engages in meaningful conversations 
with individuals with Alzheimer’s disease), substance use 
disorders [15-16], oncology care, and insomnia (e.g., Casper, a 
chatbot designed to assist those with sleep difficulties). They 
have also been utilized in prenatal services, HIV and sexual 
health education, and managing depression and anxiety. 
Notably, chatbots have demonstrated significant potential in 
mental health applications, contributing to suicide prevention, 
virtual cognitive-behavioral therapy, and psychoeducation. This 
study aims to explore and summarize the role of chatbots in the 
healthcare industry. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 15, No. 12, 2024 

251 | P a g e  

www.ijacsa.thesai.org 

The authors in study [17] presented that AI chatbots have 
been effective in promoting treatment adherence, smoking 
cessation, and healthier lifestyles, with features like goal setting, 
monitoring, and real-time feedback. Studies showed mixed 
results on feasibility, acceptability, and usability, but these 
chatbots offer personalized services and scalability via platforms 
like smartphones and Facebook Messenger. Participants valued 
the nonjudgmental space chatbots provided, especially for 
sensitive communications. 

The authors in study [18] said the rise of AI-empowered 
chatbots has also brought new security and privacy risks. 
Cybercriminals are using social engineering tactics like phishing 
through cross-platform messaging apps to create a new kind of 
cyber threat called “Smishing”. These fake chatbots look legit 
but are designed to trick people into giving away sensitive 
personal data. To combat these threats we need to increase user 
awareness and be cautious with unfamiliar services. 
Implementing security measures like using temp tokens during 
chatbot sessions is crucial when devices are lost or 
compromised. Also, data anonymization techniques like de-
identification, pseudonymization, and generalization should be 
used to protect sensitive data from unauthorized access. By 
doing all these organizations can fortify their defenses against 
privacy breaches and security issues with malicious chatbots. 

The research also shows the increasing use of chatbots in 
healthcare settings to improve service and efficiency. Examples 
include Healthily [19] and Ada Health [20] which give users 
health advice and are now health information dissemination 
tools. In mental health, specialized chatbots like Woebot [21] are 
being used to deliver Cognitive Behavioral Therapy (CBT) to 
people with depression, PTSD, and anxiety. They also help 
patients with autism to learn and practice social skills as part of 
therapy. Beyond being therapy tools, chatbots also help with 
administrative tasks in healthcare facilities such as allowing 
patients to self-book appointments and track doctor availability. 
This integration in healthcare systems improves patient access 
and management and thus better healthcare delivery. Chatbots 
can also collect and process information from patients through 
structured questions about identity and health conditions. This 
information is used for patient admission, symptom monitoring, 
patient-doctor interaction, and documentation. Chatbots can also 
help with medication reminders for conditions that don’t require 

in-person consultations. The healthcare application of chatbots 
not only enhances the level of patient experience and outcome 
but also maximizes organizational efficiency, hence ensuring 
that such technologies stay increasingly relevant in modern 
healthcare environments. 

Another one of the chatbots is Gyant [22], designed to 
interact with users having minor non-emergency medical issues 
by asking questions regarding symptoms as well as general 
health status. An important feature of Gyant is its use of humor, 
human-like interaction, emojis, and memes to cope with the user 
successfully. However, the software is currently not available 
since it has been phased out. For example, Symptomate [23] is 
an AI chatbot, that allows patients to report their symptoms and 
provides them with a list of possible conditions. However, its 
accuracy is significantly lower than 80% compared to Ada 
Health. Nonetheless, this proves the fact that digital health 
solutions, in terms of their development and perfection, will be 
needed for maximum efficacy and reliability [24]. 

III. LIMITATIONS OF PREVIOUS WORK 

Despite the studies in AI-powered chatbots that predict HD, 
it is clear that some of the previous attempts have significant 
disabilities. For instance, there is a severe lack of XAI, which 
usually leaves users and medical professionals unaware of the 
processes that govern the decisions they make when using a 
system. Moreover, most of these systems fail with issues of data 
privacy while dealing with delicate health information as they 
tend to leave their users vulnerable to breaches or unauthorized 
access. Another major problem is scalability as most models do 
not deliver optimally in various healthcare settings or with other 
patient populations. Moreover, the reliability of the decision-
making functionality of these chatbots is incomplete, and 
conclusions may be as wrong as they are less encompassing. 
Last but not least, the problems of transparency continue to 
worsen the mistrust in these systems since the user does not 
know whether to believe the answers provided by the system. 
Collectively, these limitations underwrite the need for better 
methodologies that place more emphasis on user safety, trust, 
and clarity when using AI technologies in healthcare settings. A 
few of the limitations are shown in Table I: 

TABLE I.  LIMITATIONS OF PREVIOUS WORKS 

Ref. Year Disease Dataset 
ML Algorithm/Decision Support 

System 
XAI Implementation Chatbot enabled System 

[25] 2024 HD DT ×  

[26] 2024 HD 
Clinical Decision Support (CDS) 

system 
×  

[27] 2023 Prostate Cancer 

Hybrid Approach with NLP models 

(Named Entity Recognition, Intent 

Recognition, Sentiment Analysis, and 

Language Detection) 

×  

[28] 2023 HD XGBoost  × 

[29] 2023 HD Bagging-QSVC  × 

[30] 2023 HD Random Forest (RF) × × 

[31] 2022 HD Cox models plus symbolic regression × × 

 2024 HD RF   
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Table I summarizes the critical analysis of inherent 
limitations within previous works on the application of ML 
algorithms and decision support systems, particularly towards 
targeting HD, the prediction of prostate cancer. Much work 
never includes XAI techniques in their strategies, but this is a 
fundamental aspect of improving the transparency and 
trustworthiness in automated systems. For instance, although 
some models may lead to successful predictions of health-based 
outcomes, the inability to interpret may deter healthcare 
professionals from accepting this system for use in their service 
provision because they would want to understand the patterns 
guiding the prediction. Finally, while many works include 
chatbot functionalities to make interaction easier for users, it 
usually occurs in isolation from XAI and leads to systems that 
are user-friendly but less clear about their operational 
mechanisms. This is a disadvantage when it comes to user 
confidence, especially in more sensitive fields like healthcare. 
The deployment of advanced NLP techniques has only been 
moderately applied in some research works, thereby limiting the 
capabilities of these systems to better interact with users. 
Interactions may therefore not holistically deal with the 
intricacies of patient queries. In summary, these constraints call 
for further research to integrate both XAI and chatbot 
technologies with a focus on the construction of more solid, 
transparent, and user-centric healthcare solutions. 

IV. PROPOSED METHODOLOGY 

Technological advancement has intended the adoption of 
autonomous systems in most fields, with the application here 
being one of the most popular emerging applications of chatbots. 
Chatbots are becoming very popular, especially in the health 
sector, as dear guides for patients and health-related questions. 
However, these chatbots have encountered numerous problems 
such as issues related to patient medical records, insecure 

communication, and inability to provide clear and precise 
answers. 

Knowing the problems calls for a rising demand to develop 
intelligent approaches [32-33] that would yield better results. 
Thus, this research work aims to provide an intelligent approach 
to develop a chatbot system that uses XAI. It sets out to mitigate 
prevailing challenges around chatbots in general with special 
emphasis on the healthcare industry to ensure that secure 
communications are implemented while providing clear 
responses and retrieving accurate information from patient 
records. The proposed chatbot system is shown in Fig. 1. 

Fig. 1 represents the proposed approach, which comprises 
the training and validation phases. During the training phase, 
initially, patient data is acquired from the patient through a 
chatbot for secure and tamper-proof transactions, thereby 
enhancing data integrity and transparency within healthcare 
systems. The tamper-proof transactions are then forwarded to 
the preprocessing layer, involving normalization, handling 
missing values, and moving averages, and the processed data is 
then divided into training and testing sets, with respective ratios 
of 80% and 20%. Subsequently, the approach is trained on 80 
percent of the data for predictive analysis using ML algorithm 
RF. The predictions are directed to XAI for comprehensive 
output explanations. If the output aligns with the predefined 
learning criteria, the results are stored in the cloud; otherwise, 
they are returned to the approach if the learning rate is not 
achieved. 

In the validation phase, patient data is directly compared 
with the imported data stored in the cloud. If the criteria are met, 
indicating the presence of HD, the system is shown as "found". 
On the other hand, if the criteria are not met, signifying the 
absence of HD, the system is discarded. 

 

Fig. 1. Proposed chatbot system. 
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V. DATASET DESCRIPTION 

The dataset utilized in this study comprises 308,855 entries 
& 19 features [34], providing a comprehensive overview of 
various health-related parameters. It encompasses features such 
as General Health, which is rated on a scale from 1 to 5 (with 5 
indicating excellent health and 1 indicating poor health), recent 
Checkups (within the previous year), where 0 denotes no 
checkup, 1 represents a checkup within the last year, 2 for two 
years ago, 3 for a checkup within the last five years, and 5 for 
checkups more than five years ago. Exercise is captured through 
exercise habits, but supplemented by the prevalence of chronic 
diseases including HD, Skin Cancer, Other Cancers, 
Depression, Diabetes, and Arthritis by binary indicators where 
1 means presence of the condition, and 0 means absence. 
Demographic information is also captured, in the Sex column 
where 1 means female, and 0 means male. Other determinants 
include stature in centimeters and weight in kilograms, which 
are necessary parameters in the BMI. Characteristics of lifestyle 
such as smoking and alcohol intake were taken into 
consideration, and dietary intake was reflected in fruit 
consumption, green vegetable consumption, and fried potato 
consumption. This length of variable allows for a very sharp 
analysis of determinants, which can thereby assess complex 
interrelations between lifestyle, demographic factors, and health 
outcomes in the prediction of heart disease with AI-driven 
chatbots. 

VI. DATASET STRUCTURE 

The Table II below reports the most important characteristics 
used in the dataset for health-related analysis, categorized by 
type of data. Such a collection of datasets contains health-related 
features pertaining to lifestyle habits, medical history, and 
demographic information. Qualitative attributes-the ones 
describing, for instance, "General Health," "Exercise," and 
"Depression"-represent statuses or histories related to a patient's 
health. Quantitative features refer to features whose variables 
include such examples as "Height (cm)" and "Weight (kg)". 
Attributes such as these are represented using numerical data 
types. They are fundamentally indispensable for developing 
predictive models for health outcomes, providing a complete 
view of someone's health profile. 

TABLE II.  DATASET FEATURES WITH ITS DATATYPE 

Feature Name Data Type 

General_Health Object 

Checkup-(Within Previous Year) Object 

Exercise Object 

Heart_Disease Object 

Skin_Cancer Object 

Other_Cancer Object 

Depression Object 

Diabetes  Object 

Arthritis  Object 

Sex Object 

Age_Category Object 

Height_(cm) Float64 

Weight_(kg) Float64 

BMI Object 

Smoking_History Object 

Alcohol_Consumption Object 

Fruit_Consumption Object 

Green_Vegetables_Consumption Object 

FriedPotato_Consumption Object 

It can be seen in Table II that the predictors of medical 
history features and the patterns of behavior were the features 
necessary to form an opinion relating to risks regarding health 
conditions. For example, "Heart Disease," "Skin Cancer," and 
"Other Cancer" revealed whether any patient was diagnosed 
with the said diseases, while "Smoking History" and "Alcohol 
Consumption" reflected lifestyle decisions likely to lead to 
various health conditions. The indicators available in this dataset 
are the intake of nutrition, like "Fruit Consumption" and "Green 
Vegetables Consumption" to assess the dietary pattern. By 
integrating all these different features, the dataset offers a 
complete foundation to analyze health patterns and to predict the 
possibility of getting ill. It could be a beneficial resource in 
healthcare research and study. 

VII. SYSTEM BLOCK DIAGRAM 

This research work proposed a system that uses historical 
data for prediction, as shown in Fig. 2. It applies EDA to identify 
whether there is a need for pre-processing and whether it 
identifies outliers. Pre-processing includes handling null values, 
duplicate values, outliers, and class imbalance. Then, the data 
sets are split into test and training data where 20% is designated 
for the test set and 80% for the training set. The model trains and 
tests on those datasets, and then the accuracy, precision, recall, 
f1-score, and confusion matrix are used to achieve the best 
model. Then, using the chosen model, accurate prediction about 
the outcome with an explanation of LIME is applied. 

 

Fig. 2. System block diagram. 

Fig. 2 shows that the research work illustrates an entire 
workflow in a system block diagram for a healthcare prediction 
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model that involves the integration of ML and XAI 
methodologies. Starting from the bottom, the raw healthcare 
data is gathered, followed by EDA to explore the dataset and 
draw meaningful conclusions based on it. The data would then 
be subjected to thorough preprocessing with checking for 
duplicate and null values, selection of best features, and 
balancing with SMOTE. With preprocessing, the dataset was 
divided into the training and the test sets. For this example, the 
training set was used to construct the Random Forest model, 
while the testing set was reserved to analyze its performance. 
The output from the model is then analyzed to determine 
whether any disease is present. If a disease is identified, it is 
further passed over the XAI method LIME [35] to give a clear 
explanation of which features contributed to the prediction. This 
approach enhances the interpretability and transparency of the 
model for healthcare professionals, such that they can trust the 
outcomes of the model more easily. The system ends by flagging 
some cases where a health condition is detected or discarding 
cases where no disease is found and then sending it out as a 
responsible healthcare delivery process. 

VIII. PSEUDO CODE 

The step-by-step pseudo code for the prediction of HD is 
shown below in Table III. 

TABLE III.  PSEUDO CODE 

START 

    Step 1: Data Loading 

                 Load dataset from source 

    Step 2: Data Preprocessing 

                 Perform exploratory data analysis (EDA) 

                 Remove duplicates and check for null values  

                 Handle missing values if any 

                 Feature selection based on relevance 

                 Apply SMOTE for handling class imbalance (if needed) 

                 Normalize/Standardize numerical features like "Height" and                                          

"Weight" 

    Step 3: Splitting Data 

                 Split data into Training set (80%) and Testing set (20%) 

    Step 4: Model Implementation 

                 Select a machine learning model (e.g., Random Forest) 

                 Train the model on the Training set 

                 Evaluate the model using the Testing set  

    Step 5: Model Evaluation 

                 Calculate performance metrics (e.g., Accuracy, Precision, 

Recall) 

                 Check if the model detects 'Health Disease' or 'No Disease' 

                 IF model performance is satisfactory THEN 

                 Proceed to explainable AI (XAI) implementation  

    ELSE 

                 Modify model or preprocessing steps and retrain  

    Step 6: XAI Implementation (e.g., LIME) 

                 Generate explanations for model predictions using XAI 

techniques  

                 Display or store the explanations  

    Step 7: Make Predictions  

                 Input new data into the trained model 

                 Predict whether the patient has 'Health Disease' or 'No Disease' 

                 Display predictions and explanations  

        Step 8: Decision and Action 

                     IF 'Health Disease' is predicted THEN 

                     Recommend further medical consultation  

        ELSE 

                     No further action required. 

END 

As presented in Table III, pseudo-code illustrates a 
systematic approach to analyzing healthcare data and making 
predictions regarding health conditions. It begins with loading 
the dataset and running preprocessing steps as follows: 
exploratory data analysis, and missing value handling, and it 
applies SMOTE to the dataset for class balance. After this step 
is performed, the data set is split into a training and a testing set 
to permit the training of an ML algorithm chosen by the 
researcher. After evaluating the model's performance, the code 
incorporates explainable AI methods to enhance the 
interpretability of predictions, ultimately guiding healthcare 
decisions based on the results. 

IX. SIMULATION RESULTS 

This research work proposed a chatbot system for HD 
prediction using the Random Forest (RF) approach and 
implemented it on the dataset containing 308855 samples. The 
data were distributed into 80 % training (247084 samples) and 
20% validation (61771 samples). As stated in the equations, this 
approach finds the result using multiple statistical measures. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝑐𝑐) =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑇𝑃𝑅) = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
  

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑇𝑁𝑅) =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
  

𝑀𝑖𝑠𝑠 𝑅𝑎𝑡𝑒 (𝐹𝑁𝑅) = 1 − 𝐴𝑐𝑐  

𝐹𝑎𝑙𝑙  𝑜𝑢𝑡 (𝐹𝑃𝑅) =  
𝐹𝑃

𝐹𝑃+𝑇𝑁
   

𝐿𝑅 + 𝑖𝑣𝑒 (𝐿𝑅 +) =  
𝑇𝑃𝑅

𝐹𝑃𝑅
   

  𝐿𝑅 − 𝑖𝑣𝑒 (𝐿𝑅 −) =  
𝐹𝑁𝑅

𝑇𝑁𝑅
   

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑜𝑟 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒 (𝑃𝑃𝑉) =  
𝑇𝑃

𝑇𝑃+𝐹𝑃


𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒 (𝑁𝑃𝑉) =  
𝑇𝑁

𝑇𝑁+𝐹𝑁
 

TABLE IV.  CHATBOT  SYSTEM TRAINING PHASE FOR HD PREDICTION 

USING RF 

Input 

Total number of 

samples (49000) 
Result (Output) 

Expected output Predicted Positive Predicted Negative 

 True Positive (TP) False Positive (FP) 

  229978 Positive 229750 228 

 
False Negative 

(FN) 

True Negative 

(TN) 

  17106 Negative 16806 300 

It is shown in Table IV that the proposed chatbot system 
predicts the HD during the training period using RF. During 
training, 247084 samples are divided into 229978, 17106 
positive, and negative samples. 229750 true positives are 
successfully forecasted, and no HD is recognized, but 228 
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records are mistakenly predicted as negatives, indicating the No 
Disease is recognized. Likewise, 17106 samples are obtained, 
with negative showing HD is identified and positive indicating 
No Disease. With 300 samples correctly identified as negative, 
showing the HD is recognized, and 16806 samples inaccurately 
foreseen as positive, representing No Disease is identified 
despite the presence of the HD. 

It is shown in Table V that the proposed chatbot system 
predicts the HD during the validation period using RF. During 
validation, 61771 samples are divided into 56774, 4997 positive, 
and negative samples. 56736 true positives are successfully 
forecasted, and No Disease is recognized, but 38 records are 
mistakenly predicted as negatives, indicating the HD is 
recognized. Likewise, 4997 samples are obtained, with negative 
showing HD is identified and positive indicating No Disease. 
With 50 samples correctly identified as negative, showing the 

HD is recognized, and 4947 samples inaccurately foreseen as 
positive, representing No Disease is identified despite the 
presence of the HD. 

TABLE V.  CHATBOT SYSTEM VALIDATION PHASE FOR HD PREDICTION 

USING RF 

Input 

Total number of 

samples (49000) 
Result (Output) 

Expected output 
Predicted 

Positive 
Predicted Negative 

 
True Positive 

(TP) 
False Positive (FP) 

  56774 Positive 56736 38 

 
False Negative 

(FN) 

True Negative 

(TN) 

  4997 Negative 4947 50 

 

Fig. 3. Confusion matrix. 

It is shown in fig. 3 that confusion matrix visually represents 
the performance of a system in predicting HD. The matrix shows 
that the system accurately identified 56,736 instances of HD 
(true positives) and misclassified 3,947 cases of HD as no 
disease (false negatives). It also identified 50 cases correctly as 
no disease (true negatives) but incorrectly flagged 38 as having 
HD when they did not (false positives). This matrix helps assess 
the balance between correct and incorrect predictions, indicating 
a higher rate of HD detection but with a considerable number of 
missed cases. 

Fig. 4 shows that the ROC curve in the image evaluates the 
performance of a classification model by plotting the True 
Positive Rate (TPR) against the False Positive Rate (FPR). The 
curve shows a balanced trade-off between sensitivity (ability to 
detect positives) and the false alarm rate. The area under the 
ROC curve (AUC) is 0.83, indicating that the model performs 
well, but there is room for improvement. A perfect classifier 

would have an AUC of 1, meaning it distinguishes perfectly 
between positive and negative classes. 

 

Fig. 4. Receiver operating characteristic (ROC) curve. 
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Fig. 5. Feature importance. 

It is shown in Fig. 5 that the bar chart illustrates the feature 
importance ranking in a system, where each feature's 
contribution to the prediction outcome is displayed. General 
Health and Age Category are the most influential factors, 
contributing significantly to the system’s predictions, followed 
by Diabetes and Sex. Features like Depression, Other Cancer, 
and Exercise have the least importance. The chart helps to 
identify which variables have the greatest impact, allowing for 
better interpretation and possible improvements in system 
design or understanding of the data. 

TABLE VI.  CHATBOT SYSTEM VALIDATION PHASE FOR HD PREDICTION 

USING RF 

RF 

Ac

c 

(%

) 

TP

R 

(%

) 

TN

R 

(%

) 

FN

R 

(%

) 

FPR(

% ) 

L

R+ 
LR- 

PP

V 

(%

) 

NP

V 

(%

) 

Traini

ng 

93.

10 

93.

18 

56.

82 

6.9

0 
0.43 

2.1

6 

0.12

10 

99.

90 

0.0

18 

Validat

ion 

92.

00 

91.

97 

56.

81 

8.0

0 
0.43 

2.1

3 

0.00

14 

99.

93 

0.0

10 

Table VI shows that the Proposed chatbot system 
performance in terms of accuracy, sensitivity, specificity, miss 
rate, and precision during training using RF provides 93.10, 
93.18, 56.82, 6.90, and 99.90, respectively. The suggested 
approach yields 92.00, 91.97, 56.81, 8.00, and 99.93 during the 
validation phase's accuracy, sensitivity, specificity, miss rate, 
and precision. Furthermore, the proposed chatbot system for HD 
prediction using RF approach yields 0.43, 2.16, 0.1210, and 
0.018 in terms of fall-out likelihood positive ratio, likelihood 
negative ratio, and negative predictive value during training and 
0.43, 2.13, 0.0014, 0.010 in terms of validation. 

 

Fig. 6. SHAP value. 

It is shown in fig. 6 that the SHAP (SHapley Additive 
exPlanations) plot highlights the impact of various features on a 
system's output. Each dot represents a single instance, with the 
position indicating the SHAP value, showing whether the 
feature drives the prediction towards a positive or negative 
outcome. Features like Age Category and General Health have 
the most influence, with higher feature values (shown in red) 
often leading to positive model outcomes. Conversely, low 
feature values (blue) push the predictions in the opposite 
direction. The plot helps explain how individual features 
contribute to the system's decisions. 
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Fig. 7 SHAP waterfall plot shows how individual features 
contribute to a single prediction. The base value E[f(x)] =−2.517 
is the average prediction and features either increase (shown in 
red) or decrease (shown in blue) the predicted value. General 
Health has the most significant negative impact (-0.48), 
reducing the prediction, while Sex increases the prediction by 
+0.35. Other features such as Smoking History and Arthritis also 
contribute to the prediction, either positively or negatively. The 
final prediction value f(x)=−2.964 is the cumulative effect of all 
features. 

Fig. 8 shows the prediction probabilities for a system 
evaluating HD risk. The system predicts a 94% probability for 
‘No Disease’ and a 6% probability for HD. On the right, the 
feature contributions are split between the two outcomes: 
features like General Health (value = 4) and Age Category 
(value = 8) push the prediction towards HD, while features like 
Diabetes and Smoking History push towards no disease. The 
final prediction reflects the cumulative influence of all these 
factors on the system’s output. 

 

Fig. 7. SHAP waterfall impact. 

 

Fig. 8. LIME prediction as ‘No Disease” found. 
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It is shown in Fig. 9 that LIME (Local Interpretable Model-
agnostic Explanations) works by generating simplified, 
interpretable systems that approximate a complex system’s 
decision-making process. In the figure 9, LIME highlights 
which features positively or negatively influence the outcome, 
shown by green (positive impact) and red (negative impact) 
bars. This visualization helps understand the contribution of 
each feature, such as diabetes, general health, or sex, to the 
system's prediction. LIME makes AI more interpretable by 
clarifying the factors driving specific decisions. 

It is shown in Fig. 10 that the LIME prediction shows a 51% 
probability of HD and a 49% probability of no disease. Factors 
such as age, general health, and diabetes have strong 
contributions toward HD prediction, as highlighted in orange. 
Each feature listed, like the age category being greater than 9 
and diabetes being present, increases the likelihood of HD, while 

features like "Other Cancer" lower it slightly. LIME explains 
how individual factors influence the system’s decision, making 
the prediction more interpretable and understandable. 

It is shown in Fig. 11 that in the LIME explanation, the 
features contributing to the prediction of HD are visualized with 
green (positive impact) and red (negative impact) bars. 
Significant positive contributors include age category, general 
health, and diabetes, indicating these factors increase the 
likelihood of HD. On the other hand, "Other Cancer" and alcohol 
consumption slightly reduce the probability, as shown in red. 
LIME effectively shows how each feature impacts the system’s 
decision, highlighting HD is predicted. 

Table VII highlights some previous chatbot systems with 
multiple approaches. The applied approaches also show the 
accuracies and miss rate. 

 

Fig. 9. LIME explanation as ‘No Disease” found. 

 

Fig. 10. LIME prediction as ‘HD” found. 
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Fig. 11. LIME explanation as “HD” found. 

TABLE VII.  COMPARING THE PROPOSED CHATBOT SYSTEM PERFORMANCES WITH PREVIOUS APPROACHES 

Ref Year Approach Acc (% ) Miss-rate 
Chatbot based 

Approach 
XAI Implementation 

[36] 2022 SVM  85.40 14.60 No No 

[37] 2021 
Logistic Regression & 

KNN 
87.5 12.5 No No 

[38[ 2023 
Multilayer perceptron 

with cross-validation  
87.28 12.72 No No 

[39] 2021 KNN 84.86 15.14 No No 

[40] 2021 Extra Tree 87.0 13.0 No No 

[41] 2022 SVM 82.5 17.5 No SHAP 

[42] 2023 RF 74.0 26.0 No SHAP 

[43] 2024 DT 91.9 8.1 Yes No 

[44] 2023 

Bagging-Quantum 

Support Vector 

Classifier (QSVC) 

90.16 9.84 No SHAP 

  Proposed system (RF) 92.0 8.0 Yes SHAP & LIME 

 

Fig. 12. Graphical representation of the previous approaches with the proposed 

system. 

Table VII and fig. 12, compares the performance of the 
proposed chatbot system with previous ML approaches to 
predict HD. It is clearly shown that the proposed approach is 
better than the previous results in terms of accuracy and miss 
rate. 

X. DISCUSSION 

The proposed XAI-driven chatbot demonstrates strong 
potential in HD prediction by combining accurate ML models 
with user-friendly, interpretable outputs. This approach 
addresses the "black-box" limitations of traditional models, 
enhancing transparency and trust in healthcare applications. 
While the system shows promising results, its performance may 
vary across diverse populations, and further validation is needed 
to ensure its scalability and effectiveness in real-world settings. 
Future work will focus on addressing these limitations and 
integrating additional features to improve usability and 
adaptability. 
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XI. CONCLUSION 

Heart disease is a significant global health challenge and a 
leading cause of mortality, with early detection being essential 
for preventing the disease's progression. Consequently, the 
objective of this study was to develop an explainable AI-driven 
chatbot system for predicting heart disease risk, effectively 
integrating advanced ML techniques with XAI methods. The 
novelty of the proposed system lies in its remarkable accuracy 
rate of 92% and an 8% miss rate, demonstrating its superiority 
over traditional approaches. By utilizing SHAP and LIME, the 
system boosts transparency in the decision-making process, 
permitting users to understand the rationale behind predictions. 
This innovative chatbot interface provides an accessible 
platform for interaction, ultimately fostering trust and promoting 
informed decision-making among healthcare providers and 
patients. The incorporation of XAI with ML in this context sets 
a new standard for responsible AI applications in healthcare, 
focusing on the requirement for continuous advancements in 
predictive modeling to address the ongoing challenges of HD. 

XII. LIMITATIONS AND FUTURE SUGGESTIONS 

Although XAI-driven chatbot demonstrates strong 
predictive performance, offering real-time, personalized HD 
risk assessments. Its ability to provide clear, interpretable results 
enhances trust and usability, particularly in healthcare settings 
where transparency is crucial. However, there are limitations: 
bias during the training of the system with potential biases in the 
training data, and reliance on specific input features that may not 
capture the overall picture of health indicators. Future research 
should continue to enhance this dataset using a larger, more 
diversified population, systems' robustness, and lifestyle and 
genetic factors, among others. Additionally, adding health 
monitoring data in real time will improve predictive accuracy. 
The long-term future path for perfecting the performance and 
experience of the chatbot will include continuous user feedback 
and iterative improvements on the developments themselves, 
thus ensuring that they continue to be valuable tools in 
preventive healthcare. 
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