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Abstract—This study proposes a hybrid machine learning 

approach for continuous risk management in Business Process 

Reengineering (BPR) projects. This approach combines 

supervised and unsupervised learning techniques, integrating 

feature selection and preprocessing through Principal Component 

Analysis (PCA), clustering with K-means, and visualization with 

t-SNE. The labeled data are then used as input for predictive 

modeling with XGBoost, optimized using Particle Swarm 

Optimization (PSO), Grey Wolf Optimizer (GWO), and Grid 

Search algorithms.PCA reduces data dimensionality, simplifying 

analysis and improving model performance. K-means and t-SNE 

are employed for data clustering and visualization, enabling the 

identification of risk segments and uncovering hidden patterns. 

XGBoost, a powerful boosting algorithm, is utilized for predictive 

modeling due to its efficiency, accuracy, and ability to handle 

missing values. Optimization techniques further enhance 

XGBoost's performance by fine-tuning its hyperparameters. The 

approach was applied to a risk database from the automotive 

sector, demonstrating its practical applicability. Results show that 

PSO achieves the lowest mean squared error (MSE) and root 

mean squared error (RMSE), followed by GWO and Grid Search. 

Mahalanobis distance yields more accurate clustering results 

compared to Euclidean, Manhattan, and Cosine distances. This 

hybrid machine learning approach significantly enhances risk 

detection, evaluation, and mitigation in BPR projects, offering a 
robust framework for proactive decision-making. 
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I. INTRODUCTION 

In today's fast-paced and competitive business environment, 
organizations, companies, and enterprises consist of a series of 
organized and interconnected business processes and activities 
arranged sequentially, requiring effective and efficient 
management to achieve strategic objectives [1]. Business 
Process Management (BPM) provides a systematic approach to 
managing work and achieving goals [2]. Furthermore, due to the 
dynamic nature of business, organizations often evolve through 
growth, transformation, or expansion into new markets [3]. This 
evolution impacts business processes, which must be adjusted to 
align with the company's needs. Since the First Industrial 
Revolution, when Henry Ford introduced the assembly line, 
business processes have played a crucial role in managing and 
improving productivity [4]. Consequently, the science of 

processes has emerged, introducing numerous tools and 
techniques, such as Business Process Reengineering (BPR), as 
powerful methods to improve process efficiency and 
productivity [5]. Additionally, as dynamic components, 
business processes are influenced by external events and other 
internal processes within the same organization [6]. Thus, 
Business Process Management has evolved from the initial 
concept of Business Process Reengineering to a well-established 
management approach [7]. These strategies have improved the 
monitoring and control of efficiency, productivity, profitability, 
service levels, and other business objectives [8]. As companies 
grow, transform, or expand, the efficiency of business processes 
can be affected, sometimes requiring a redesign of processes to 
adapt to business changes [9]. 

With process automation and digital transformation, many 
manual tasks have been converted into digital platforms, such as 
workflow management systems, thereby increasing 
productivity, efficiency, and effectiveness [10]. Automation has 
provided organizations with an abundance of data and detailed 
records [11]. Rapid advancements in information technology, 
automation, and digital transformation have elevated 
expectations regarding the purpose of processes, even before 
considering their improvement or reengineering [12]. 

The integration of hybrid methods combining supervised 
and unsupervised learning offers promising prospects for 
continuous risk management in BPR projects. Supervised 
learning, which relies on labeled data, enables the creation of 
accurate predictive models for identifying and quantifying risks 
[13]. On the other hand, unsupervised learning, which does not 
require labeled data, excels at uncovering hidden structures and 
unknown patterns within the data, offering a deep understanding 
of potential risks. The combination of these two approaches 
leverages the complementary advantages of each method. 

To strengthen this approach, a hybridization of unsupervised 
algorithms such as K-means and t-SNE with supervised 
algorithms like XGBoost, optimized by methods such as PSO, 
GWO, and Grid Search, can be used for risk management in 
BPR projects. K-means and t-SNE are particularly effective for 
clustering and visualizing data, enabling the identification of 
emerging risk segments and anomalies in operational data in 
real-time [14]. XGBoost is known for its performance in terms 
of precision and speed in classification and regression tasks [15]. 
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Optimizing XGBoost with techniques such as Particle 
Swarm Optimization (PSO), Grey Wolf Optimizer (GWO), and 
Grid Search further enhances the accuracy and robustness of 
predictive models [16]. PSO and GWO are particularly effective 
in searching for optimal solutions within complex parameter 
spaces, while Grid Search provides an exhaustive method for 
exploring possible parameter combinations. 

In Section II, a literature review of the various concepts 
addressed in this study will be presented. Subsequently, in 
Section III, we will introduce the proposed approach along with 
the computational conditions of our model. Section IV will 
focus on the results and their discussion before concluding the 
study in Section V. 

II. LITERATURE REVIEW 

A. Business Process Re-engineering 

Since its emergence in the early 1990s, Business Process 
Reengineering (BPR) has attracted considerable interest. Both 
scholars and industry professionals have extensively discussed 
its significance, methodologies, impacts, and success factors [9]. 
BPR emerged as a groundbreaking strategy aimed at 
fundamentally rethinking and restructuring business operations 
to achieve substantial improvements in metrics such as cost, 
quality, service, and speed [10]. Reengineering involves a 
radical redesign of business processes, characterized by an 
extensive overhaul of the organization's processes, technologies, 
management systems, organizational structures, and core values. 
The goal is to realize significant performance enhancements 
throughout the organization. For BPR to succeed, it must be 
integrated with other organizational components, leverage 
advanced technology, and employ various methodologies. BPR 
cannot thrive in isolation. Information Technology (IT) plays a 
critical role in BPR by providing the tools needed for 
exceptional organizational achievements, though its role is often 
misunderstood [12]. 

For any implementation team, the ultimate objective is to 
achieve a high success rate in their projects. However, the 
outcomes of business process reengineering initiatives have 
been mixed, often due to the adoption of best practices or 
industry benchmarks from various sectors without fully 
understanding the specific needs of the target industry. Notably, 
approximately 70% of such projects fail, largely due to the 
absence of an appropriate framework or methodology [8]. 
Nonetheless, numerous factors influence a project's outcome. 
These factors serve as critical indicators in predicting the 
project's trajectory or assessing its potential for success. BPR 
inherently involves risks, and its successful implementation 
relies on several critical success factors [17]. 

The successful implementation of BPR relies on several key 
factors, offering valuable practical insights [18]. Change 
management and organizational culture play a central role, 
emphasizing effective communication, robust motivation and 
reward systems, employee empowerment, continuous training 
and development, and a collaborative work environment. 
Similarly, managerial competence and support are essential, 
requiring strong leadership, expertise in risk management, active 
engagement and support from senior management, as well as an 
appropriate organizational structure. The BPR process itself 

must align seamlessly with organizational goals through 
strategic planning, effective project management, proper 
methodological application, productive consultation, and a clear 
BPR vision. Finally, IT capabilities are indispensable, 
encompassing a robust IT infrastructure, enhanced IT 
functionality, and the alignment of IT systems with BPR 
strategies to ensure successful implementation. 

 

Fig. 1. Data transformation pyramid. 

Agile development principles are progressively replacing 
traditional tools, leading to a significant transformation in 
engineering and management methods [19]. This evolution 
creates new requirements for the design and management of 
knowledge bases. 

Data, as illustrated in Fig. 1, even in their raw state, form the 
foundation of layered processing systems. Their quality directly 
impacts their ability to generate added value, particularly in 
optimizing processes and improving product development [20]. 
An effective database should, therefore, act as a key resource to 
support management tools and performance indicators essential 
for structured and informed development [21]. 

However, the lack of sufficiently complete data and usable 
knowledge poses a major challenge. This gap hinders strategic 
decision-making, team coordination, and the overall 
optimization of product lifecycle management [22]. 

Data exploitation in risk management, while advantageous, 
faces significant challenges. The application of risk 
management tools such as PFMEA generates volumes of data 
that are often unmanageable for engineers, with heterogeneous 
sources and varied formats. This lack of standardization, 
combined with poorly structured data entry, results in duplicates 
and irrelevant data. Historically, risk evaluation relied on human 
expertise, but this approach is biased by personal experiences, 
leading to inconsistent and ambiguous risk identification and 
management across projects. This complicates the reuse of 
historical data and highlights the importance of data quality and 
standardization for effective processing [23]. 

B. Principal Component Analysis 

Reducing the number of dimensions in large, high-
dimensional datasets is crucial for effective analysis. This 
process can either serve as the primary objective for visualizing 
complex data or act as a preliminary step before further analysis, 
such as clustering. Principal Component Analysis (PCA) is one 
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of the earliest and most renowned techniques for dimensionality 
reduction. Initially introduced by Pearson in 1901 and later 
independently refined by Hotelling in 1933, where the concept 
of "principal components" was formally established, PCA is also 
known by several other names, including the Karhunen-Loeve 
method, eigenvector analysis, and empirical orthogonal 
functions. PCA remains one of the most widely used methods 
for creating low-dimensional representations of multivariate 
data (Fig. 2) [24]. 

 

Fig. 2. Typical nomenclature of dimensionality reduction techniques. 

PCA is a linear technique because it constructs components 
as linear combinations of the original variables (features). 
Despite its linearity, PCA can preserve the non-linearity of the 
data, making it effective for visualization purposes. The process 
involves iteratively calculating the direction of maximum 
variance and then projecting the data onto a perpendicular 
hyperplane. This method quickly identifies a few orthogonal 
directions that capture most of the data's variability, resulting in 
a low-dimensional representation. When all principal 
components are considered, the process can be visualized as a 
rotation in the space of the original variables. For a thorough 
exploration and historical context of principal component 
analysis, refer to [25]. 

C. Clustering 

Clustering divides a group of individuals into several 
categories based on their similarities, where the differences 
among individuals within the same category should be as small 
as possible [26]. The most representative clustering methods are 
based on geometric distance measurement. Clustering 
techniques can analyze complex input data patterns and suggest 
solutions that might not be evident otherwise. They reveal 
customer typologies, enabling highly effective marketing 
strategies [27]. 

The goal of classification is to build a function or model 
based on the characteristics of the entire dataset and then 
categorize each object into a known object class. Classification 
has a wide range of applications, such as medical diagnosis, 
credit scoring, image pattern recognition, target market 
positioning, defect detection, efficiency analysis, graphic 
processing, insurance fraud analysis, [26]. 

Prediction involves using knowledge generated from 
historical and current data to deduce future data trends. While 
classification is used to predict classes, analysts often want to 

predict certain values of missing or unknown data. In other 
words, the desired prediction outcome corresponds to numerical 
data [26]. 

a) Positioning Euclidean distance, Manhattan distance, 

Mahalanobis distance and Cosine similarity: The Euclidean 
distance and Manhattan distance are both specific cases of the 
Minkowski distance. Let X and Y be two data samples, each 
consisting of T, elements, defined as follows: 

X = [X1 ,X2 , ⋯ , XT]    ;  Y = [Y1,Y2 ,⋯ , YT]         (1) 

The Minkowski distance of order 𝑝 (where 𝑝 is an integer) 
between two samples 𝑋 and 𝑌 is defined by the following 
equation: 

𝑑(𝑋, 𝑌) = (∑  𝑛
𝑖=1 |𝑋𝑖 − 𝑌𝑖|

𝑝)
1

𝑝                     (2) 

This distance metric evaluates the difference between two 
data samples as vectors in a multi-dimensional space, with the 
order p determining the emphasis on individual component 
differences. As p increases, larger differences in components 
have a more pronounced effect on the overall distance. 
Specifically, when p=1 and p=2, the Minkowski distance 
simplifies to the Manhattan distance and the Euclidean distance, 
respectively. As p approaches infinity, it converges to the 
Chebyshev distance (Fig. 3) [28]. 

 

Fig. 3. Diagram of several distance measures. 

The Euclidean distance is a measure of the straight-line 
distance between two points in Euclidean space, forming the 
basis of classical geometry. It is widely used as a similarity 
measure, particularly suitable for cases where there is no 
inherent correlation between different features [27]. y default, 
unless specified otherwise, the Euclidean distance is often 
employed. However, it is sensitive to the scale of the features, 
which can skew the results if the units are not consistent. Hence, 
it is generally necessary to normalize or standardize the data 
before applying this distance measure [28]. 

The Manhattan distance, also known as the city block 
distance or taxicab distance, calculates the distance between two 
points as the sum of the absolute differences of their Cartesian 
coordinates. The term "Manhattan distance" arises from the 
grid-like street layout of Manhattan, where the shortest path 
between two points involves a series of right-angle turns [29]. 
For example, in a study on personalized visual comfort control 
in buildings, individual user preferences and energy 
consumption profiles were analyzed. Collaborative user 
preferences were computed based on the Manhattan distance 
between the target occupant and others, leading to recommended 
adjustments in light intensity. 
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The Mahalanobis distance, as defined in Eq. (2), measures 
the distance between two vectors 𝑋 and 𝑌 from the same 
distribution, using the covariance matrix 𝑆 [30]. 

𝑑(𝑋, 𝑌) = √(𝑋 − 𝑌)⊤𝑆−1(𝑋 − 𝑌)               (3) 

where S is the covariance matrix. This distance metric 
extends the Euclidean distance by incorporating correlations 
between data points through the covariance matrix S. It is 
particularly effective for datasets with reduced features, 
although the covariance matrix can introduce unwanted 
redundancies. The Mahalanobis distance remains stable against 
projections or scaling of the data, making it useful for 
identifying outliers. For instance, Westermann et al. utilized the 
Mahalanobis distance to filter outliers from building energy 
data, classifying points farthest from the center of a multivariate 
Gaussian distribution as outliers [31]. 

Cosine similarity measures the similarity between vectors by 
focusing on their direction and angle rather than magnitude. The 
cosine similarity between two vectors X and Y is defined as: 

𝑐𝑜𝑠 (𝜃) =
∑  𝑇

𝑖=1 𝑋𝑖 𝑌𝑖

√∑  𝑇
𝑖=1 (𝑋𝑖 )2×√∑  𝑇

𝑖=1 (𝑌𝑖 )2           (4) 

where 𝜃 is the angle between 𝑋 and 𝑌. A smaller angle 
indicates a higher similarity between the two vectors. The value 
of this equation ranges between -1 and 1. Based on this equation, 
the cosine distance can be defined, ranging from 0 to 2. 

A study proposed a modified cosine similarity measure for 
initializing input weights in a building energy consumption 
prediction model, defined as follows [32]: 

𝑐𝑜𝑠′ (𝜃) =
∑  𝑇

𝑖=1 (𝑥𝑖−𝑋―)(𝑦𝑖 −𝑌―)

√∑  𝑇
𝑖=1 (𝑥𝑖−𝑋―)2×√∑  𝑇

𝑖=1 (𝑦𝑖 −𝑌―)2
            (5) 

where 𝑋ˉ and 𝑌ˉare the mean values of 𝑋and 𝑌, respectively. 

Instead of using Euclidean distance, which is highly 
sensitive to magnitudes, the modified cosine similarity 
coefficient is used to initialize the weights connecting the input 
neurons and the hidden neurons in the extreme learning 
machine, thereby improving its generalization ability [33]. 

b) K-means algorithm: K-means is one of the clustering 
algorithms [26]. It takes the number of clusters as a parameter 
and partitions the data into the specified number of clusters so 
that the similarity within each cluster is high [34]. K-means is 
an iterative approach that calculates the centroid values before 

each iteration. It requires precise numbers of clusters 𝑘, as the 
initial cluster center can change, which may lead to unstable 
data grouping [35]. Data points are moved between different 
clusters based on the centroids calculated in each iteration [36]. 

The process is repeated until the sum of distances cannot be 
decreased further. The advantages of K-means include its speed 
and scalability: it is one of the fastest clustering models and can 
efficiently handle large datasets with many records and 
numerous input clustering fields [26]. The K-means algorithm 
is presented in Algorithm 1.

 

Algorithm 1: K-means Algorithm. 

1. Initially, based on the value of k, k random points are chosen as initial 

centroids. 

2. The distances from each data point to the previously chosen centroids 

are calculated. 

3. The distance values are compared, and each data point is assigned to 

the centroid with the shortest Euclidean distance. 

4. The previous steps are repeated. The process stops if the clusters 

obtained are the same as those in the previous iteration. 
 

c) Evaluation criteria: Unsupervised evaluation criteria 

are based on internal clustering information, such as the 
distance between objects within a cluster and the centroid of 
that cluster [37]. These criteria often rely on the simplest 
clustering definition, which states that objects within the same 

cluster should be as close as possible, and objects from different 
clusters should be as far apart as possible. To determine if a 
clustering respects this intuitive definition, distance measures 
are calculated between cluster representatives and residual 
objects. These unsupervised measures evaluate both the 
compactness and separability of clusters. Since the definition of 

cluster quality is not formally defined, numerous criteria 
evaluate results differently. Some criteria are used directly as 
an objective function and optimized by a clustering algorithm. 
Others are too costly to evaluate during algorithm execution 
and are calculated after its application. 

 Silhouette Coefficient (CS): 

The silhouette coefficient evaluates the compactness of 
clusters and their separability [35]. It can be calculated for each 
object, each cluster, and the entire clustering. For an object 𝑥, it 
is defined as: 

𝐶𝑆(𝑥) =
𝑏𝑥−𝑎𝑥

𝑚𝑎𝑥(𝑎𝑥,𝑏𝑥)
                               (6) 

where 𝑎𝑥 is the average distance between object x and all 
other objects in the same cluster, and 𝑏𝑥 is the average distance 
between 𝑥x and all objects not in the same cluster. The 
coefficient 𝐶(𝑥) ranges between -1 and 1. A positive value 
(𝑎𝑥<𝑏𝑥) indicates that objects in the same cluster as x are closer 
to 𝑥x than objects in other groups. For a cluster, the silhouette 
coefficient is the average of the coefficients of objects in that 
cluster: 

𝐶𝑆(𝐶𝑖) =
1

|𝐶𝑖 |
∑  𝑥∈𝐶𝑖

𝐶𝑆(𝑥)                      (7) 

 Clustering Evaluation 

The silhouette coefficient for clustering is equal to the 
average of the silhouette coefficients of its clusters: 

𝐶𝑆(𝐶) =
1

𝐾
∑  𝐾

𝑖=1 𝐶𝑆(𝐶𝑖)                      (8) 

The silhouette coefficient ranges between -1 and 1, with a 
positive value indicating that the clusters are very compact and 
well-separated. It should be noted that calculating this index is 
relatively time-consuming because many distance calculations 
are required for its evaluation. 
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D. The T-Distributed Stochastic Neighbor Embedding 

Nonlinear techniques offer major advantages in processing 
nonlinear and complex datasets. The t-distributed stochastic 
neighbor embedding (t-SNE), among these techniques, has 
become a benchmark method for dimensionality reduction and 
data visualization across various fields [38]. Its applications 
encompass a wide range of domains, including microbiome 
data, single-cell RNA sequencing, bird song analysis, 
computational fluid dynamics, genomic data, and remote 
sensing images, among others. The t-SNE algorithm projects 
complex datasets onto a 2D or 3D space while preserving the 
local structure of the original high-dimensional space. However, 
while t-SNE excels in data visualization, it lacks an intrinsic 
mechanism to map new data points onto the low-dimensional 
representation, limiting its use in classification and regression 
tasks [39, 40]. 

E. The Extreme Gradient Boosting 

It is built on gradient boosting trees, Extreme Gradient 
Boosting (XGBoost) is an algorithm delivering significant 
performance improvements over traditional gradient boosting 
methods. Based on the Classification and Regression Tree 
(CART) theory, XGBoost stands out as an effective tool for 
addressing regression and classification problems [41]. 
Furthermore, XGBoost is a flexible computing library that 
incorporates innovative algorithms with Gradient Boosting 
Decision Trees (GBDT) methods [42]. 

The objective function of XGBoost, post-optimization, 
comprises two components: one for model deviation and another 
regularization term to mitigate overfitting. Consider 𝐷 = 
{(x_i,y_i)} as a dataset containing 𝑛n samples and 𝑚 features, 
where the predictive model is an additive ensemble of 𝑘 base 
models. The prediction for a sample is expressed as: 

𝑦
^ 

𝑖 = ∑  𝐾
𝑘=1 𝑓𝑘 (𝑥𝑖),      𝑓𝑘 ∈ 𝜑,

𝜑 = { 𝑓(𝑥) = 𝑤𝑠(𝑥) ∣∣ (𝑠: ℝ𝑚 → 𝑇, 𝑤𝑠 ∈ ℝ𝑇) }
         (10) 

where 𝑦
^ 

𝑖 is the predicted label for the i-th sample, 𝑥𝑖 is the i-
th sample𝑓𝑘(𝑥𝑖) is the predicted score, and 𝜑 represents the set 
of regression trees. which is a tree structure parameter of s, f(x) 
and w representing the weight of leaves and the number of 
leaves. The objective function in XGBoost is a combination of 
the traditional loss function and a term for model complexity, 
described by: 

Obj = ∑  𝑚
𝑖=1 𝑙(𝑦𝑖, 𝑦

  

𝑖
(𝑡−1)

) + 𝑓𝑖 (𝑥𝑖)) + 𝛺(𝑓𝑘)

𝛺(𝑓𝑘 ) = 𝛾𝑇 +
1

2
𝜆𝑤2 .                 

     (11) 

In this formula, the first term, 𝑙(𝑦𝑖, 𝑦𝑖) is the traditional loss 
function, and the second term, 𝛺(𝑓𝑘 ), accounts for the model's 
complexity. Here, 𝛾 and 𝜆 are parameters used to tune the tree's 
complexity, helping smooth the final learning weights and 
preventing overfitting. 

F. Optimization Techniques 

a) GWO algorithm: The Grey Wolf Optimizer (GWO) is 
an optimization method inspired by the social hierarchy and 
hunting strategies of grey wolves. This algorithm mimics the 

leadership and cooperative behavior observed in wolf packs. 
The wolf pack is classified into four types of wolves [43, 44]: 

Algorithm 2: GWO Algorithm 

(a) Alphas: The leaders of the pack, responsible for decision-making and 
guiding the group. 
(b) Betas: These wolves act as deputies to the alphas, assisting in decision-
making and other critical tasks. 

(c) Deltas: Subordinate to both alphas and betas, these wolves still hold 

authority over omegas and include roles such as scouts, sentinels, elders, 

hunters, and caretakers. 

(d) Omegas: The lowest ranking members of the pack, often serving as 

scapegoats, and must submit to all other wolves in the hierarchy. 
 

b) PSO algorithm: Particle Swarm Optimization (PSO), 

developed by Kennedy and Eberhart, is inspired by the study of 
bird flocking behavior during their search for food [45]. The 
algorithm updates each particle's velocity and position by 
considering the best position found by any particle in the swarm 
and each particle's personal best position within the search 
space. The PSO procedure encompasses five key steps: 

Algorithm 3: PSO Algorithm 

(1) initialization, 

(2) evaluation,  

(3) updating the particle's best position (Pbest), 

 (4) updating the global best position (Gbest),  

(5) updating the particles' velocity and position. Particles adjust their 

trajectories based on Pbest and Gbest, progressively converging towards 

the optimal solution. 
 

Furthermore, XGBoost is a flexible computing library that 
incorporates innovative algorithms with Gradient Boosting 
Decision Trees (GBDT) methods [42]. 

III. PROPOSED APPROACH 

Fig. 4 illustrates the structure of the proposed framework for 
a hybrid machine learning (ML) approach aimed at risk 
assessment and classification in the context of an operational 
process reengineering project. This framework integrates feature 
selection and preprocessing, unsupervised learning (UL), and 
supervised learning (SL) paradigms as its core components. 

In the preprocessing phase, the primary objectives are 
attribute transformation, composite attribute splitting, 
dimensionality reduction, and attribute rank analysis. Principal 
component analysis (PCA) is the pivotal tool employed for 
feature selection. The UL tools employed include the k-means 
algorithm and t-SNE for clustering and assigning target labels to 
the dataset. K-means identifies the number of clusters that 
correspond to different risk impact levels within the dataset. t-
SNE provides detailed visualizations, facilitating the 
understanding of clusters, patterns, and relationships between 
risk input parameters, a key objective in data mining. 
Additionally, t-SNE maps each data point to a specific cluster 
(target class), thereby generating a target vector for the dataset. 
The main purpose of the UL stage is to transform the previously 
unlabeled risk dataset into a labeled dataset suitable for SL. 

In the SL phase, XGBoost is employed to perform 
regression, classification, and risk forecasting using the labeled 
dataset obtained from the UL stage. To further enhance the 
model's accuracy, grid search, particle swarm optimization, and 
the grey wolf optimizer algorithms are used to optimize the 
parameters of the XGBoost model, with the results from each 
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method compared. The implementation of the design is carried 
out in three stages: data collection, description and 

preprocessing, rank analysis, clustering visualization, and 
evaluation of the overall approach. 

 

Fig. 4. Proposed approach.

IV. RESULTS AND DISCUSSION 

We applied the program to a risk database based on PFMEA 
register of a company operating in the automotive sector. The 
database consists of 11 attributes, 4 of which are numerical: the 
severity, occurrence, and detectability factors, and the fourth is 
the risk impact index, which is the RPN (Risk Priority Number), 
used to categorize and predict the risk. 

The other categorical attributes are the risk title, owner, 
description, concerned part, detection tools, action to be applied, 
and description. 

PCA is used in this code to reduce the dimensionality of the 
input data. The principal components capture the majority of the 
variance in the data while reducing the number of dimensions, 
which simplifies the analysis and can improve the performance 
of machine learning models. 

 

Fig. 5. Variance explained by principal components in PCA. 

The Fig. 5 illustrates the eigenvalues associated with each 
principal component, showing the amount of variance captured 
by each component from the data. The graph reveals a sharp 
decline in eigenvalues from the first principal component to the 
second and third, indicating that the initial components capture 
most of the data's variance. After the initial drop, the eigenvalues 
level off, suggesting that the subsequent components contribute 
minimally to the total variance. This pattern generally indicates 
that only the first principal components are significant for 
explaining the dataset's variability, with the others being less 
important. 

TABLE I.  K-MEANS VS. AGGLOMERATIVE CLUSTERING SILHOUETTE 

SCORES 

Algorithm Silhouette Score 

K-means  0.17712200253115506 

Agglomerative Clustering 0.15189647725476427 

The silhouette score is considered as a criterion for 
evaluating the distances between the data points and the 
clustering. Based on this score and by comparing the four 
distances: Euclidean, Manhattan, Mahalanobis, and Cosine, the 
Manhattan and Mahalanobis distances were shown to be more 
effective. However, given the advantages of the Mahalanobis 
distance, the authors opted for Mahalanobis distance due to its 
ability to consider variable correlations, which can be crucial 
depending on the context and nature of the data. 
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As shown in the Table I, when comparing the two 
algorithms, K-means and Agglomerative Clustering, K-means 
proves to be more effective with a silhouette score of 
0.17712200253115506. 

 

Fig. 6. Distribution of data points by cluster. 

The clustering performed by the k-means algorithm 
identified three clusters (Fig. 6), corresponding to three levels of 
risk. However, based on human evaluation and as outlined in the 
PFMEA grid, four levels of risk are distinguished. Cluster 0 has 
the highest number of data points, with slightly over 300 points, 
indicating it is the most populated cluster. Cluster 1 follows with 
around 225 data points, and Cluster 2 has the fewest data points, 
with slightly less than 150 points. This distribution suggests that 
the data points are not evenly distributed among the clusters, 
with Cluster 0 containing the majority of the data points, Cluster 
1 having a moderate amount, and Cluster 2 containing the least. 

 

Fig. 7. Cluster visualization using ACP. 

To better understand the relationship between the data, two 
dimensionality reduction and visualization methods were 
employed: PCA, a linear technique, and t-SNE, a non-linear 
method. For the first method (Fig. 7), although the clusters are 
relatively well-separated, some proximity between clusters 0 
and 1 is observed. 

 

Fig. 8. Cluster visualization using t-SNE. 

On the other hand, t-SNE, which leverages non-linear 
relationships to optimize the local representation of the data, 
allows for a clearer separation, particularly between clusters 0 
and 2, but at the cost of less intuitive axis interpretation (Fig. 8). 
In conclusion, PCA is suitable for data with a linear structure, 
while t-SNE is more effective in identifying complex 
relationships in non-linear data. For our dataset we adopt the t-
SNE algorithm. 

 

Fig. 9. Grid search optimization results: test data, error, and error 

distribution. 

XGBoost is particularly appreciated for its performance and 
efficiency in machine learning competitions, as well as its ability 
to handle data with missing values and reduce overfitting 
through regularization. XGBoost is therefore a relevant choice 
for this type of analysis due to its robustness and ability to 
provide accurate results on complex datasets. In our study, we 
optimized XGBoost using the three techniques: GWO, PSO, and 
Grid Search, and evaluated the performance of our model based 
on two error metrics: MSE and RMSE. 
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Fig. 10. GWO optimization results: test data, error, and error distribution. 

The analysis of the three optimization methods—PSO (Fig. 
11), GWO (Fig. 10), and Grid Search (Fig. 9)—reveals 
significant differences in their performance. The PSO model 
shows the best results with an MSE of 0.00119 and RMSE of 
0.03446, indicating high accuracy as the predicted values 
closely follow the target values, and the error distribution is 
tightly centered around zero. 

 

Fig. 11. PSO optimization results: test data, error, and error distribution. 

The GWO model follows, with slightly higher MSE of 
0.00132 and RMSE of 0.03627, showing more variation and a 
wider error spread compared to PSO, but still demonstrating 
good performance. The Grid Search model exhibits the highest 
error metrics MSE of 0.00821 and RMSE of 0.09061, with 
significant deviations and a broad error distribution, indicating 
poor alignment between predicted and target values and the least 
consistent performance among the three. Therefore, PSO is the 
most effective optimization method, followed by GWO, while 
Grid Search is the least effective. 

V. CONCLUSION 

The approach presented in this study, designed for 
continuous risk management in BPR projects, offers a 
comprehensive method that combines supervised and 
unsupervised machine learning techniques for effective risk 
management. The study present the dynamic nature of business 
processes and the importance of adopting strategies tailored to 
organizational changes. This hybrid approach leverages the 
strengths of unsupervised learning to uncover hidden 
relationships within the data and supervised learning for 
predictive modeling. 

Algorithms such as K-means and t-SNE for clustering and 
visualization, and XGBoost for classification and regression, in 
this approach, aims to provide a robust framework for risk 
assessment. The optimization of XGBoost using advanced 
techniques like PSO, GWO and Grid Search further enhances 
the model's accuracy and reliability. 

The article underscores the importance of using 
Mahalanobis distance due to its ability to consider variable 
correlations, which is crucial for accurate risk assessment. The 
authors applied their methodology to a real-world risk database 
in the automotive sector, demonstrating the practical 
applicability and effectiveness of their approach. 

The results indicate that PSO outperforms other optimization 
methods in terms of accuracy, followed by GWO and Grid 
Search. The study concludes that adopting a hybrid machine 
learning approach can significantly improve the detection, 
evaluation, and mitigation of risks in BPR projects, ultimately 
contributing to the success of such initiatives. 

In summary, the article emphasizes the value of combining 
supervised and unsupervised learning techniques, along with 
advanced optimization methods, to manage risks in BPR 
projects effectively. This integrated approach not only enhances 
predictive accuracy but also provides valuable insights into the 
underlying risk patterns, facilitating proactive and informed 
decision-making. 
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