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Abstract—This study focuses on analyzing stunting data using 

the CURE and CURE-SNE algorithms for clustering and outlier 

detection. The primary challenge is identifying patterns in 

stunting data, which includes variables such as age, gender, height, 

weight, and nutritional status. Both algorithms were employed to 

group the data and detect outliers that may affect the results of the 

analysis. The evaluation methods included determining the 

optimal number of clusters using the silhouette score and assessing 

cluster quality using the Davies-Bouldin Index (DBI). The results 

showed that both algorithms formed four clusters, with CURE-

SNE detecting 6,050 outliers, while CURE detected 5,047 outliers. 

Silhouette score analysis revealed that both algorithms formed 

four optimal clusters. However, when validated using DBI, CURE 

achieved a score of 0.523, while CURE-SNE produced a lower 

score of 0.388, indicating that CURE-SNE outperformed CURE in 

terms of cluster quality. This suggests that CURE-SNE not only 

detects more outliers but also produces clusters with better 

separation and compactness. The findings highlight that both 

algorithms are effective for clustering stunting data, but CURE-

SNE excels in terms of outlier detection and overall cluster quality. 

Thus, CURE-SNE is more suitable for handling complex datasets 

with potential outliers, providing more accurate insights into the 

structure of the data. In conclusion, CURE-SNE demonstrates 

superior performance compared to CURE, offering a more 

reliable and detailed clustering solution for stunting data analysis. 

Keywords—Stunting; clustering algorithm; CURE; CURE-

SNE; outliers 

I. INTRODUCTION 

Dataset readiness is a crucial step in the clustering process, 
because clean and structured data will produce more accurate 
and reliable clusters. Optimal dataset readiness is also an 
important foundation for producing accurate and representative 
clusters. In the clustering process, detecting and handling 
outliers is a critical step to prevent biased and unreliable results. 
In its application, outlier detection is very important, because 
outliers often cause distortion in cluster formation, especially 
when the distribution of the dataset is not uniform, resulting in 
the formation of less accurate clusters and even potentially 
influencing business decisions or misguided analysis. Outliers 
can come from recording errors, irrelevant data, or extreme 
variations that do not reflect the general trend of the dataset. 
Without proper detection and handling, outliers can attract 
cluster centers or blur the boundaries between clusters, thus 
making clustering results less than optimal and even misleading. 
A recent study published in IEEE Transactions on Knowledge 
and Data Engineering (2021) [1] emphasizes that the presence 

of outliers in a retail company's customer dataset interferes with 
the interpretation of customer segments and leads to less 
representative clustering results. Another in the Journal of 
Cleaner Production (2021) [2] shows that clustering algorithms 
density-based ones, such as DBSCAN, have better performance 
in automatically detecting outliers than conventional algorithms, 
thereby increasing the accuracy of segmentation results in user 
behavior analysis. 

The CURE (Clustering Using Representatives) algorithm is 
a clustering approach that is superior in handling large datasets 
and has the ability to detect non-spherical cluster shapes, and is 
more resistant to outliers than classical algorithms such as K-
Means. CURE works by selecting multiple point representations 
from each cluster, then compressing (shrinking) these points to 
the center of the cluster to increase robustness against outliers. 
However, despite these advantages, CURE still has limitations 
in handling large datasets optimally, especially if there are many 
outliers. The use of sampling in CURE to reduce the scale of 
large datasets can result in important information being missed 
or even failing to identify relevant outliers. Additionally, point 
compression methods sometimes sacrifice certain details that are 
actually important in complex datasets, so clustering results may 
not always be optimal. 

The development of the CURE algorithm to overcome the 
challenges of large datasets and outliers is increasingly 
becoming the main focus in various research due to the need for 
more accurate and efficient clustering. One of the newest 
approaches that is being developed is a combination of CURE 
with machine learning models, such as using autoencoders to 
identify complex features and reduce data dimensions before 
clustering. In this way, the algorithm can remove noise and 
outliers more effectively, while preserving important 
information in large datasets. Additionally, research in ACM 
Transactions on Knowledge Discovery from Data (2022) [3] 
shows that integration between CURE and density-based 
models, such as DBSCAN, produces better clustering results on 
high-density data, where outliers can cause significant 
distortion. This approach helps CURE group data more precisely 
in dense areas, while isolating outliers. Furthermore, 
experiments on large-scale datasets show that implementing 
CURE in distributed computing environments, such as Apache 
Hadoop and Spark, allows these algorithms to handle very large 
datasets more quickly without sacrificing accuracy. The use of a 
platform like this also allows the development of more adaptive 
CURE algorithms, for example by automating the selection 
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parameters of point representations and compression measures, 
which are instrumental in avoiding bias from outliers. 

Several recent studies have made significant contributions to 
the development of the CURE algorithm to improve its 
performance in handling large datasets and outliers problems. 
Research in IEEE Transactions on Big Data (2021) [26] [4] 
developed CURE by leveraging Apache Spark, which speeds up 
processing of large datasets and reduces the impact of outliers 
on clustering results. On the other hand, a study in ACM 
Transactions on Knowledge Discovery from Data (2022) [3] 
combined CURE with density-based DBSCAN to pre-separate 
outliers, which proved effective for anomaly detection in 
network data. Additionally, research in the Journal of Cleaner 
Production (2021) [2] introduces a hybrid CURE and Isolation 
Forest approach for handling high-dimensional data, thereby 
increasing precision in customer segmentation and fraud 
detection. Dimensionality reduction techniques using PCA 
before applying CURE, as proposed in Data Mining and 
Knowledge Discovery (2021) [5], also help simplify the data 
and reduce the effects of outliers, increasing clustering 
efficiency. Meanwhile, research in Information Sciences (2019) 
[6] developed an adaptive version of CURE for distributed 
computing environments, such as Hadoop and Spark, with 
optimized parameters to be more robust to outliers in large 
datasets. These studies emphasize the importance of developing 
CURE to be more efficient and accurate in real applications on 
large and complex data. 

To address these limitations, this research introduces CURE-
SNE, an enhanced version of CURE that integrates Stochastic 
Neighbor Embedding (SNE) for dimensionality reduction. SNE 
optimizes the mapping of high-dimensional data into a lower-
dimensional space, effectively preserving local and global 
structures. This integration allows CURE-SNE to detect 
complex patterns and improve the identification of outliers, 
resulting in more accurate clustering results. By leveraging 
SNE’s ability to emphasize neighborhood relationships, CURE-
SNE enhances CURE’s robustness and accuracy in clustering 
and outlier detection. 

This paper is organized as follows: 

 Section II discusses related work and advancements in 
CURE-based clustering methods. 

 Section III describes the proposed CURE-SNE 
methodology and its implementation. 

 Section IV presents experimental results, evaluated using 
Silhouette Score and Davies-Bouldin Index to assess 
clustering quality. 

 Section V provides a discussion on the comparative 
analysis between CURE and CURE-SNE. 

 Section VI concludes the study, emphasizing CURE-
SNE’s contributions to clustering accuracy and outlier 
detection. 

The integration of SNE into the CURE algorithm represents 
a significant step toward improving clustering performance, 
particularly for datasets with complex structures and a high 
number of outliers. 

II. RELATED WORK 

In recent years, clustering research has made significant 
strides in addressing critical challenges, particularly in dealing 
with the increasing complexity of modern datasets. Key issues 
such as handling large-scale datasets, managing uneven data 
distributions, and mitigating the disruptive impact of outliers 
have been at the forefront of this research. Among the most 
robust and widely recognized clustering algorithms designed to 
tackle these challenges is the CURE algorithm, short for 
Clustering Using Representatives. CURE stands out for its 
ability to effectively handle non-spherical cluster shapes and 
exhibit strong resistance to outliers. However, despite its 
robustness, CURE is not without its limitations. One of its 
primary challenges lies in detecting subtle, complex, and high-
dimensional outlier patterns, which can significantly distort 
clustering outcomes if not adequately addressed. 

To overcome these limitations, researchers have proposed 
and implemented numerous enhancements and hybrid 
adaptations of the CURE algorithm. For instance, the integration 
of CURE with Gaussian Mixture Models (GMM) has been 
shown to greatly improve the detection and representation of 
outlier patterns in high-dimensional datasets [7]. This hybrid 
approach has proven particularly effective in domains where 
data complexity is a significant factor. Similarly, the 
combination of CURE with Support Vector Data Description 
(SVDD) has resulted in a highly effective anomaly detection 
framework specifically tailored for network data analysis [8]. 
This framework capitalizes on the strengths of both density-
based clustering and boundary-based detection techniques to 
improve the reliability of clustering results in such specialized 
domains. 

Another major challenge associated with clustering large 
datasets is their high dimensionality, which can complicate data 
representation and analysis. To address this issue, 
dimensionality reduction techniques have been successfully 
employed. For example, research has demonstrated that 
combining CURE with Principal Component Analysis (PCA) 
not only reduces the dimensionality of the data but also 
preserves critical information essential for accurate clustering 
[9]. This combination enhances the clustering algorithm's 
performance and ensures better scalability for handling 
extensive datasets. Additionally, recent advancements have 
showcased the implementation of CURE on the Apache Flink 
framework, which is a powerful distributed computing system. 
This adaptation has resulted in a 45% improvement in 
processing speed compared to traditional methods, while 
maintaining sensitivity to outliers, making it an ideal solution for 
real-time and large-scale data processing needs [10]. 

The integration of deep learning with clustering algorithms 
has also opened up new opportunities for innovation. Hybrid 
models that combine CURE with deep learning techniques, such 
as autoencoders, have significantly enhanced the algorithm's 
ability to detect complex, nonlinear relationships in high-
dimensional data. For example, in the context of e-commerce 
applications, this combination has led to remarkable 
improvements in clustering precision and the detection of subtle 
outlier patterns [13]. Similarly, hybrid approaches like CURE-
DBSCAN [11] and CURE-SNE [12] leverage density-based 
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clustering and dimensionality reduction techniques, 
respectively, to handle datasets with intricate structures. These 
advancements underscore the adaptability, precision, and 
efficiency of modern clustering algorithms in addressing the 
challenges posed by diverse and complex datasets. 

These developments are not only theoretical but also have 
practical implications across various fields, including health 
data analysis and decision-making systems. For instance, 
Ginting et al. (2023) [28] explored the application of fuzzy logic 
methods to predict neurotic disorder types. This study 
emphasized the critical role of precision in computational 
methods when dealing with sensitive medical data. Similarly, 
Ginting et al. (2024) [29] developed a perceptron neural network 
model for predicting postpartum depression. This research 
demonstrated the significant potential of hybrid and advanced 
computational techniques in addressing public health challenges 
and improving the accuracy of predictive analytics. 

Moreover, in the domain of decision-making systems, 
Ginting et al. (2021) [30] introduced an innovative integration 
of the AHP and TOPSIS methods. This approach optimized the 
performance of decision support systems for identifying 
recipients of the Family Hope Program. This combination of 
multi-criteria decision-making techniques aligns closely with 
the broader theme of leveraging diverse computational methods 
to achieve optimal outcomes in complex and multi-dimensional 
datasets. Such methodologies not only enhance the accuracy of 
decision-making systems but also ensure scalability and 
reliability across various application areas. 

In summary, the continuous evolution of the CURE 
algorithm and its hybrid adaptations reflects the growing 
demand for advanced clustering techniques capable of 
addressing the ever-increasing complexity of real-world 
datasets. These innovations have proven to be invaluable tools 
across multiple domains, providing practical solutions for 
challenges ranging from network security and anomaly 
detection to large-scale public health analysis and market 
segmentation. 

III. METHODOLOGY 

CURE (Clustering Using Representatives) algorithm is a 
clustering algorithm designed to handle large datasets and is able 
to work with data that has a non-spherical cluster shape, while 
reducing the impact of outliers. [14] One of the main advantages 
of CURE is its unique approach of representing each cluster with 
several representative points carefully selected from the data, 
rather than just one central point as in K-Means. [15] CURE has 
the advantage of generating clusters of various shapes and sizes, 
which makes it very effective in the analysis of complex data, 
such as spatial data or data that is not symmetrically distributed. 
By using these representative points, CURE maintains 
flexibility in grouping data that does not conform to simple 
distribution assumptions, thereby providing more robust 
clustering results [16]. 

The main steps in the CURE algorithm consist of several key 
stages, namely sampling, initial cluster formation, selection of 
representative points, and compression of representative points 
towards the cluster center. First, the algorithm samples the data 
to reduce the number of points that need to be processed, thereby 

speeding up computing. After that, the sampled data is grouped 
into initial clusters using a hierarchical clustering approach. [25] 
Next, for each cluster formed, the algorithm selects a number of 
representative points (usually several points in the area around 
the cluster) which will be used to describe the characteristics of 
the cluster. These representative points were chosen to define 
the shape and boundaries of the clusters more clearly, including 
clusters that have asymmetrical shapes [17]. 

To be more resistant to outliers, CURE applies a 
compression technique (shrinkage) to each representative point, 
namely shifting these points towards the cluster center by a 
certain factor [19]. Suppose C is a cluster with a center of mass 
μ and a representative point Ri (with i referring to the ith 
representative point in cluster C), then each point Ri is 

compressed towards the center μ using a shrinkage factor α 

which satisfies 0< α <1. The formula for moving the 

representative point Ri to Ri′ is as given in Eq. (1): 

Ri′ = μ + α (Ri – μ)           (1) 

Ri′ : New representative point after compression. 

μ : The cluster center point (centroid) of cluster C. 

Ri : The initial representative point selected for the cluster 
C. 

α : Compression factor, where 0<α<1. 

The parameter 𝛼 controls how far the representative points 
will be compressed towards the cluster center. For example, a 
value of 𝛼 = 0.5 means that each representative point is shifted 
towards the center by 50% of its distance to the center. Here, the 
value of α plays an important role in determining how far the 
representative point moves towards the center. The larger the α 
value, the greater the influence of the cluster center on the 
representative point, which reduces the effect of outliers on the 
cluster. By performing shrinkage, the CURE algorithm reduces 
the influence of outliers located far from the cluster center, 
thereby increasing cluster stability and producing more accurate 
results [27]. 

Distance Measurement between Clusters (Hierarchical 
Clustering): In the CURE algorithm, clusters are initially 
generated through a hierarchical clustering approach. To 
combine two clusters, CURE measures the distance between 
two clusters 𝐶𝑖 and 𝐶𝑗 based on the closest representative point 
in each cluster. For example, if the representative points of 
cluster 𝐶𝑖 are {𝑟𝑖1, 𝑟𝑖2, …, 𝑟𝑖𝑚} and of cluster 𝐶𝑗 are 
{𝑟𝑗1,𝑟𝑗2,…,𝑟𝑗𝑛}, then the distance between clusters is 
calculated as in Eq. (2): 

d (Ci, Cj) = 
𝑚𝑖𝑛

p∈Ci,q∈Cj
 ∥rp−rq∥                      (2) 

d(Ci, Cj): Distance between clusters Ci and Cj. 

rp : Representative point in cluster Ci. 

rq : Representative point in cluster Cj. 

∥rp−rq∥ : Euclidean distance between rp and rq. 

This distance measure determines how close two clusters are 
to each other, so CURE can decide whether two clusters should 
be combined. 
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Centroid or cluster center for representative point 
compression, CURE calculates cluster centers using centroids. 
If cluster C has data points {x1,x2,…,xn}, then the cluster center 
μ can be calculated using the Eq. (3): 

μ = 
1

𝑛
∑ 𝑋𝑘𝑛
𝑘=1                                    (3) 

μ : Centroid or cluster center C. 

Xk : K data point in the cluster C. 

N : Number of data points in the cluster C. 

These cluster centers are used to determine the direction and 
compression level of representative points. 

 

Fig. 1. CURE algorithm. 

Fig.1 is the pseudocode for the CURE algorithm. 

TABLE I.  CURE ALGORITHM FOR CLUSTERING 

Step Description 

1 Choose representative points for each cluster 

2 For each point, calculate the distance to the representative points. 

3 
Cluster points based on the minimum distance to the 

representatives. 

4 
Repeat steps 2 and 3 until convergence or a stopping criterion is 

met. 

5 
Remove outliers: points that are far from any cluster 

representatives. 

6 Output the final cluster with their representative points. 

In Table I, summarizes the key steps involved in the CURE 
algorithm for clustering, focusing on the selection of 
representative points and the process of refining the clusters 
while detecting outliers. 

A. Cure-SNE 

CURE-SNE (Clustering Using Representative Objects with 
Stochastic Neighbor Embedding) is an advanced clustering 
algorithm that combines the strengths of CURE with the 
dimensionality reduction technique of Stochastic Neighbor 

Embedding (SNE) [18]. While CURE focuses on selecting 
representative points to form clusters, CURE-SNE enhances this 
process by first mapping the data into a lower-dimensional space 
using SNE. This transformation helps reveal complex patterns 
and relationships that may not be apparent in higher-
dimensional spaces [20]. In CURE-SNE, the clustering is 
performed by calculating the distance between data points and 
the representative points in this reduced space, making the 
algorithm more sensitive to underlying structures. One of the 
key advantages of CURE-SNE is its ability to detect and handle 
outliers more effectively. By identifying points that are far from 
any cluster representatives in the low-dimensional space, 
CURE-SNE ensures that these outliers are excluded from the 
final clusters, resulting in more accurate and refined clustering 
outcomes. This hybrid approach makes CURE-SNE particularly 
useful for datasets with complex structures or a high number of 
outliers. 

 

Fig. 2. CURE-SNE algorithm. 

In Fig. 2, outlines the key steps involved in the CURE-SNE 
algorithm, emphasizing the integration of SNE to map the data 
to a lower-dimensional space and refining the clustering process 
by detecting outliers effectively. 

B. Clustering Evaluation 

The clustering evaluation methodology in this research uses 
two main metrics: Silhouette Score and Davies-Bouldin Index 
(DBI). The Silhouette Score is used to measure the extent to 
which each data point is separated from other clusters, with 
values ranging from -1 to 1. A positive value close to 1 indicates 
that the data point is well located in the right cluster, while a 
value close to -1 indicates that the closer to the wrong cluster. 
This process is carried out by calculating the average distance 
between each data point to other points in the same cluster, as 
well as the average distance to the closest point in another 
cluster. Meanwhile, DBI evaluates the quality of clustering by 
comparing the distance between clusters with the size of the 
cluster itself. Lower DBI indicates better separation between 

𝑞𝑗 |𝑖 =  
(1 + ∥ 𝑦𝑖 − 𝑦𝑗 ∥

2)−1

∑ (1 +𝑘≠𝑙 ∥ 𝑦𝑘 − 𝑦𝑙 ∥
2)−1

 

𝑝𝑗 |𝑖 =  
exp(−∥ 𝑥𝑖 − 𝑥𝑗 ∥

2/2𝜎𝑖
2)

∑ exp𝑘≠𝑖 (−∥ 𝑥𝑖 − 𝑥𝑘 ∥
2/2𝜎𝑖

2)
 

 𝐾𝐿(𝑃𝑖 ∥

𝑖

𝑄𝑖) =   𝑖 𝑗𝑝𝑗|𝑖𝑙𝑜𝑔
𝑝𝑗|𝑖

𝑞𝑗|𝑖
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clusters and higher compactness. These two metrics provide a 
comprehensive picture of the effectiveness of the applied 
clustering algorithm, thereby allowing the selection of the 
optimal clustering model based on the structure of the analyzed 
data. 

1) Silhouette score: Silhouette Score is used to measure the 

extent to which each data point is separated from other clusters. 

[21] The formula for calculating the Silhouette Score 𝑆(𝑖) for 

data point 𝑖 is as given in Eq. (4): 

S(i) = 
𝑏(𝑖)−𝑎(𝑖)

𝑚𝑎𝑥(𝑎(𝑖),𝑏(𝑖))
                            (4) 

where, 𝑎(𝑖) is the average distance between point 𝑖 and all 
other points in the same cluster, and 𝑏(𝑖) is the average distance 
between point 𝑖 and the nearest point in another cluster. The 
Silhouette Score value ranges from -1 to 1; a positive value close 
to 1 indicates that the data point is well located in the correct 
cluster, while a value close to -1 indicates that the point is closer 
to the incorrect cluster. [22] 

2) Davies-Bouldin Index (DBI): The Davies-Bouldin Index 

(DBI) evaluates the quality of clustering by comparing the 

distance between clusters with the size of the cluster itself. [23] 

The DBI formula for C cluster is given in Eq. (5): 

DBI = 
1

𝐶
∑ max(

𝑆𝑖+𝑆𝑗)

𝐷𝑖𝑗

𝐶
𝑖−1 )                           (5) 

where, Si is the size (in terms of distance) of cluster i, Sj is 
the size of cluster j, and Dij is the distance between the center of 
cluster i and the center of cluster j [24]. Lower DBI indicates 
better separation between clusters and higher compactness. 
These two metrics provide a comprehensive picture of the 
effectiveness of the applied clustering algorithm, thereby 
allowing the selection of the optimal clustering model based on 
the structure of the analyzed data. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

The dataset under analysis contains data related to stunting 
cases, comprising 121,000 rows, with several key variables 
essential for health analysis, including age (in months or years), 
gender (male or female), height (in centimeters), weight (in 
kilograms), and nutritional status (categories indicating 
nutritional conditions such as well-nourished, undernourished, 
or stunted). The aim of analyzing this dataset is to understand 
the patterns and factors associated with the occurrence of 
stunting, which can assist in formulating more effective 
interventions or policies to address this public health issue. To 
ensure accurate and reliable analysis, outlier detection and 
handling will be performed on the data. Outliers, which may 
appear as extreme or anomalous values in certain variables, can 
significantly impact the results of the analysis. By identifying 
and addressing outliers, we can ensure that the dataset maintains 
high quality, allowing for more valid insights into the patterns 
and factors influencing stunting. 

In Table II, a visualization of the clustering results using the 
CURE (Clustering Using Representatives) model. This model 
group’s data based on representative points that capture the 
characteristics of each cluster, employing an approach that 
identifies patterns in the data and handles variations in 

distribution. The image shows several iterations, resulting in 
clusters with different characteristics, with each cluster 
represented by a different color, indicating groups of data with 
similarities in the analyzed variables. This visualization helps in 
understanding the distribution and patterns within the cluster 
space generated by the CURE algorithm. 

TABLE II.  TABLE DATASETS 

No Age 

(month) 

Gender Height 

(cm) 

Weight 

(kg) 

Nutritional 

Status 

1 18 Boy 80.5 10.1 Stunted 

2 23 Girl 101.2 16 Over 

3 18 Boy 74.1 7.2 Severely 

Stunted 

4 30 Boy 102 16.4 Over 

5 8 Boy 76.1 8.0 Normal 

6 2 Boy 52.0 3.3 Normal 

7 32 Boy 101.9 17.6 Over 

8 24 Girl 100.0 15.1 Over 

9 50 Boy 112.2 21.0 Over 

10 18 Boy 75.7 8.2 Severely 
Stunted 

... ... ... ... ... ... 

120.999 5 Boy 50.0 4.1 Severely 

Stunted 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 12, 2024 

387 | P a g e  

www.ijacsa.thesai.org 

 

 
Fig. 3. Visualization of clustering iteration with CURE. 

Fig. 3 is a visualization of the clustering results using the 
CURE-SNE (Clustering Using Representatives and Stochastic 
Neighbor Embedding) model. This model groups data based on 
the proximity between points, employing an approach that 
effectively handles outliers. The image shows four iterations, 
resulting in four distinct clusters, with each cluster represented 
by a different color, indicating groups of data with similar 
characteristics based on the analyzed variables. This 
visualization aids in understanding the distribution and patterns 
within the cluster space generated by the algorithm. 

In Fig. 4: 

Iteration 1: In the first iteration, the CURE-SNE algorithm 
initializes 121K clusters based on the data, just as in the original 
dataset. Each data point represents a separate cluster. 

Iteration 2: In the second iteration, the CURE-SNE 
algorithm begins merging nearby clusters. Clusters that are close 
to each other in the SNE visualization tend to share similar 
characteristics in the original data, leading them to merge into 
larger clusters. 

Iteration 3: The merging of clusters continues in the next 
iteration. Clusters that exhibit similar patterns in the SNE space, 
as indicated by their proximity in the visualization, continue to 
merge. The size of the dominant clusters increases, while 
smaller clusters or outliers remain separate. 

Iteration 4: In the final iteration, the CURE-SNE algorithm 
reaches the desired number of clusters, which is 4 clusters. 

The following images show the clustering results from both 
CURE and CURE-SNE, highlighting the differences in the 
distribution of points for each cluster. 
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Fig. 4. Visualization of clustering iteration with CURE-SNE. 

From Fig. 5 and Fig. 6, these four clusters represent groups 
of toddlers with distinct characteristics, as described below: 

Cluster 1: Male toddlers with a very stunted nutritional 
status. 

Cluster 2: Female toddlers with a normal nutritional status. 

Cluster 3: Male toddlers with a normal nutritional status. 

Cluster 4: Male toddlers with a high nutritional status. 

Table III presents the composition of the clustering results 
for nutritional status using two different approaches: CURE and 
CURE-SNE. In the CURE method, the data is grouped based on 
representative points to capture the cluster structure, while 
CURE-SNE combines the outlier-handling capabilities of 
CURE with dimensionality reduction through Stochastic 
Neighbor Embedding (SNE). Each table displays the number of 
individuals in each cluster, along with their distribution across 
nutritional status categories such as well-nourished, 
undernourished, and stunted, providing valuable insights into 
the patterns and characteristics within the data. 

 
Fig. 5. Clustering results using the CURE. 

 
Fig. 6. Clustering results using the CURE-SNE. 

TABLE III.  CLUSTERING COMPOSITION OF NUTRITIONAL STATUS WITH 

CURE (%) 

Nutritional 

Status/Cluster 
Normal 

Severely 

Stunted 
Stunted Over 

1 72.855 1.112 13.015 13.018 

2 22.683 32.860 17.248 27.209 

3 43.932 29.154 9.078 17.934 

4 100.000000 0.000000 0.000000 0.000000 

TABLE IV.  CLUSTERING COMPOSITION OF NUTRITIONAL STATUS WITH 

CURE-SNE (%) 

Nutritional 

Status/Cluster 
Normal 

Severely 

Stunted 
Stunted Over 

1 46.811 3.436 35.665 14.018 

2 37.017 24.788 23.076 15.119 

3 38.390 29.199 10.078 22.766 

4 100.000000 0.000000 0.000000 0.000000 

From Table IV, the clustering results using the CURE and 
CURE-SNE algorithms demonstrate the capabilities of both 
methods in grouping data while detecting outliers, though with 
differences in the number of outliers identified. The CURE 
algorithm effectively clusters data based on representative 
points within each cluster and detects outliers using a distance-
based approach. On the other hand, the CURE-SNE algorithm, 
which integrates Stochastic Neighbor Embedding (SNE) to 
optimize the mapping of data in a lower-dimensional space, is 
able to detect a greater number of outliers compared to CURE. 
This indicates that CURE-SNE is more sensitive in identifying 
data points that do not conform to general patterns, resulting in 
a more detailed clustering outcome. 

Fig. 7 and Fig. 8 shows the outlier detection process by 
CURE, where a total of 5,047 outlier data points were identified. 
In comparison, CURE-SNE detected 6,050 outliers. 
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Fig. 7. Outliers detection by CURE. 

 
Fig. 8. Outliers detection by CURE-SNE. 

Fig. 9 presents a comparison of the clustering results using 
the CURE and CURE-SNE algorithms across several iterations. 
Both graphs illustrate the changes in cluster sizes over iterations 
and show how the algorithms detect and handle outliers. CURE 
uses a distance-based approach to group data and detect outliers, 
while CURE-SNE combines this approach with dimensionality 
reduction mapping, resulting in more detailed clustering 
outcomes. 

 

Fig. 9. Graph of CURE. 

 
Fig. 10. Graph of CURE-SNE. 

Fig. 10 also shows the clustering results using the CURE 
algorithm on the original data. The initial clusters also decrease 
in size during the iterations. However, the changes in cluster size 
are less dramatic, indicating that fewer outliers were detected 
compared to the CURE-SNE approach. 

In the first graph, it can be observed that the CURE-SNE 
algorithm detects significant changes in cluster sizes over 
iterations. The initially large clusters gradually break down into 
smaller clusters, with a clearer data distribution in the final 
iterations. This indicates CURE-SNE's sensitivity in handling 
outliers, reflected in the reduction of main cluster sizes and the 
formation of additional clusters. 

The comparison of these two graphs shows that CURE-SNE 
is generally more effective in detecting outliers and producing 
clusters with a more segmented data distribution. 

It is essential to evaluate the performance of the clustering 
results generated by both the CURE and CURE-SNE methods 
to ensure the validity of the cluster structures. In this study, two 
evaluation metrics are used: the silhouette score, which helps 
determine the optimal number of clusters by measuring cluster 
cohesion and separation, and the Davies-Bouldin Index (DBI), 
which assesses the quality of the clusters by considering their 
compactness and separation. These evaluations provide valuable 
insights into the effectiveness of the clustering methods in 
capturing meaningful patterns in the data. 

1) Sillhouette score evaluation: Fig. 11 illustrates the 

silhouette score analysis for determining the optimal number of 

clusters generated by both the CURE and CURE-SNE 

algorithms. The silhouette score, which measures the quality of 

clustering by assessing the separation and cohesion of clusters, 

indicates that both methods achieve the highest clustering 

performance at 4 clusters. As shown, the silhouette score 

initially increases and peaks at 4 clusters before dropping 

significantly as the number of clusters increases. This suggests 

that 4 clusters provide the best balance between intra-cluster 

cohesion and inter-cluster separation for the given dataset. The 

similarity in results highlights the effectiveness of both CURE 

and CURE-SNE in identifying the optimal cluster structure. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 12, 2024 

390 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 11. Graph of sillhouette score evaluation. 

2) Davies-Bouldin Index (DBI) Evaluation: From Table V, 

clustering evaluation can be performed using the Davies-

Bouldin Index (DBI), which measures the quality of clusters 

based on the separation between clusters and the compactness 

within clusters. The smaller the DBI value, the better the 

clustering quality, as it indicates well-separated and tightly-knit 

clusters. In this study, the CURE-SNE method yielded a DBI 

value of 0.388, which is smaller than the DBI value of 0.523 

obtained by the CURE method. This demonstrates that the 

CURE-SNE method performs better in generating clusters with 

higher quality, featuring clearer separation between clusters and 

greater compactness within them. 

Evaluation of CURE Clustering: 

R₁₂ = 0.314, R₁₃ = 0.611, R₁₄ = 0.366, R₂₃ = 0.431, R₂₄ = 
0.363, R₃₄ = 0.438 

D₁ = max (R₁₂, R₁₃, R₁₄) = max (0.314, 0.611, 0.366) = 0.611 

D₂ = max (R₂₁, R₂₃, R₂₄) = max (0.314, 0.431, 0.363) = 0.431 

D₃ = max (R₃₁, R₃₂, R₃₄) = max (0.611, 0.431, 0.438) = 0.611 

D₄ = max (R₄₁, R₄₂, R₄₃) = max (0.366, 0.363, 0.438) = 0.438 

DBI = ¼ (0.611+0.431+0.611+0.438) = 0.523 

Evaluation of CURE-SNE Clustering: 

R₁₂ = 0.4, R₁₃ = 0.203, R₁₄ = 0.164, R₂₃ = 0.422, R₂₄ = 0.272,  
R₃₄ = 0.309 

D₁ = max (R₁₂, R₁₃, R₁₄) = max (0.4, 0.203, 0.164) = 0.4 

D₂ = max (R₂₁, R₂₃, R₂₄) = max (0.4, 0.422, 0.272) = 0.422 

D₃ = max (R₃₁, R₃₂, R₃₄) = max (0.203, 0.422, 0.309) = 0.422 

D₄ = max (R₄₁, R₄₂, R₄₃) = max (0.164, 0.272, 0.309) = 0.309 

DBI = ¼ (0.4+0.422+0.422+0.309) = 0.388 

TABLE V.  COMPARISON OF CLUSTER EVALUATION 

Algorithm Sillhouette Score Davies-Bouldin Index 

CURE 4 0.523 

CURE-SNE 4 0.388 

V. DISCUSSION 

The clustering results using the CURE and CURE-SNE 
algorithms show significant differences in how the two 
approaches process data and detect outliers. In the CURE 
algorithm, the clustering process is based on data representation 
through representative points that reflect the characteristics of 
each cluster. The results show that this algorithm is effective in 
grouping data but less sensitive to detecting outliers, with 5047 
outliers detected. This results in clusters with more stable data 
distributions and less drastic changes in size at each iteration. 

In contrast, the CURE-SNE algorithm, which combines the 
CURE representation approach with dimensionality reduction 
through Stochastic Neighbor Embedding (SNE), exhibits a 
higher ability to detect outliers. This is evident from the dramatic 
reduction in the size of large clusters in the early iterations and 
the formation of smaller, more separated clusters in subsequent 
iterations. CURE-SNE detected 6050 outliers, which is more 
than the CURE algorithm. The sensitivity of CURE-SNE in 
handling outliers makes it more effective at identifying 
deviating data points, resulting in more segmented clusters. 

Overall, both algorithms have their respective advantages. 
CURE is better suited for clustering data with a more regular 
distribution and is less influenced by outliers, while CURE-SNE 
excels in detecting complex patterns and handling data with 
many outliers. Therefore, the choice of algorithm should be 
tailored to the characteristics of the dataset and the analysis 
goals. In this case, the results from CURE-SNE provide deeper 
insights into the data structure, particularly in the context of 
identifying significant outliers for further analysis. 

VI. CONCLUSION 

The clustering analysis results using the CURE and CURE-
SNE algorithms provide valuable insights into the capabilities 
of both methods in grouping data and detecting outliers. Both 
algorithms resulted in four clusters, but with differences in 
outlier detection, where CURE-SNE was able to detect 6050 
outliers, while CURE detected 5047 outliers. Cluster validation 
using silhouette score showed that both CURE and CURE-SNE 
formed four optimal clusters. However, when validated with the 
Davies-Bouldin Index (DBI), CURE achieved a value of 0.523, 
while CURE-SNE achieved a value of 0.388, indicating that 
CURE-SNE outperformed CURE in terms of the quality of the 
clusters formed. The CURE algorithm demonstrated strong 
performance in generating stable clusters with well-organized 
data distributions but had limitations in sensitively detecting 
outliers. On the other hand, CURE-SNE, with the integration of 
the Stochastic Neighbor Embedding (SNE) technique, was able 
to detect more outliers and generate more segmented clusters, 
reflecting complex patterns within the data. This difference 
indicates that CURE-SNE is more effective for datasets with 
irregular distributions or many outliers, while CURE is better 
suited for data with a more homogeneous structure. Therefore, 
the choice of algorithm should consider the characteristics of the 
dataset and the analysis objectives. These findings can serve as 
a reference for selecting the appropriate clustering method for 
analyzing complex data, such as public health cases, including 
identifying factors contributing to stunting. 
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