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Abstract—Cybersecurity is essential for organisations to 

protect critical assets from cyber threats in the increasingly 

digital and interconnected world. However, cybersecurity 

incidents are rising each year, leading to increased workloads. 

Current malware analysis approaches are often case-by-case, 

based on specific scenarios, and are typically limited to 

identifying malware. When cybersecurity incidents are not 

handled effectively due to these analytical limitations, operations 

are disrupted, and an organisation’s brand and client trust are 

negatively impacted, often resulting in financial loss. The aim of 

this research is to enhance the analysis of Advanced Persistent 

Threat (APT) malware by correlating malware with its 

associated threat actors, such as APT groups, who are the 

perpetrators or authors of the malware. APT malware represents 

a highly dangerous threat, and gaining insight into the 

adversaries behind such attacks is crucial for preventing cyber 

incidents. This research proposes an advanced malware analysis 

approach that correlates APT malware with threat actors using a 

similarity comparison technique. By extracting features from 

APT malware and analysing the correlation with the threat 

actor, cybersecurity professionals can implement effective 

countermeasures to ensure that organisations are better 

prepared against these sophisticated cyber threats. The solution 

aims to assist cybersecurity practitioners and researchers in 

making informed decisions by providing actionable insights and 

a broader perspective on cyber-attacks, based on detailed 

information about malware tied to specific threat actors. 

Keywords—Malware analysis; APT group; threat actor 

correlation; CTI 

I. INTRODUCTION 

The increasing number of cybersecurity incidents is a 
significant challenge faced by organisations worldwide. 
Throughout the year, many organisations must deal with cyber 
incidents involving malware. According to a report by Trend 
Micro, there has been a 382% increase in blocked malicious 
files, such as malware [1] deployed by threat actors, These 
threats are continuously adapting to organisations' cyber 
defences. Threat actors can bypass these defences due to their 
ever-improving modus operandi [2] [3] including the malware 
they use [1], which targets multiple devices, [4] such as 
computers and smartphones. [5] [6]. Threat actors aim to 
avoid detection by making it increasingly difficult to identify 
malicious files. This is particularly evident in cases of 
ransomware, where cyber-attacks are becoming more 
sophisticated [7]. As threat actors deploy new diversion and 

evasion techniques, they are able to avoid detection, 
highlighting the growing complexity of cyber threats [8]. 

Identifying malicious activities is crucial when dealing 
with malware found during cyber incidents, such as data 
breaches [12]. Cyber-attacks carried out by threat actors, 
particularly APT groups, are highly sophisticated and have a 
severe impact on victims. For example, the Lazarus Group, a 
state-sponsored threat actor, was reported to have attacked 
Automated Teller Machines (ATMs) and banks in India [13]. 
In addition to causing disruption, financial gain and espionage 
are common motivations for APT groups to execute cyber-
attacks. These attacks are high-stakes because APT groups are 
highly motivated, skilled, and resourceful, with perpetrators 
often not stopping until they meet their objectives. Moreover, 
APT groups commonly employ stealth, anti-analysis 
techniques, and covert communication to evade detection, 
making malware analysis both difficult and time-consuming  
[14]. Dealing with APT groups also takes considerable time 
due to the scale of the cyber-attacks, which can affect targets 
across multiple organisations and countries. 

The identification of malware, especially APT malware, is 
unique as it involves multiple factors and often depends on a 
case-by-case basis. Factors such as file type, extracted 
malware data, and the purpose of the malware analysis all play 
a role in shaping the malware analysis approach. As a result, 
many researchers have developed specific approaches based 
on these factors, such as classifying malware by type. 
However, current malware analysis approaches primarily 
focus on identifying malware itself. There is an opportunity to 
broaden the purpose of malware analysis by also identifying 
the threat actor responsible for developing the malware. 
Correlating malware with its associated threat actor is valuable 
for identifying shared features. The identification of similar 
features helps in discovering links between threat actors, 
where malware from the same actor can be correlated. 

One of the factors contributing to the rising number of 
cybersecurity incidents is the complexity of malware analysis, 
which is unique and depends on a case-by-case basis. Previous 
research on malware analysis approaches typically focuses on 
factors such as the data used in experiments, features 
extracted, the purpose of the analysis, the medium of analysis, 
and how results are measured. However, current malware 
analysis approaches are often limited, as they primarily focus 
on identifying malware rather than the threat actor behind it. 
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Therefore, the aim of our research is to enhance an APT 
malware analysis approach using a similarity comparison 
technique to identify the threat actor. 

II. MALWARE ANALYSIS APPROACH CONSIDERATIONS 

Malware is one of the key artefacts found in cyber-attacks 
and serves as a valuable source of Cyber Threat Intelligence 
(CTI) [9], [10], [11], data. It contains harmful code with 
unique signatures and behaviours [15]. Identifying these 
signatures and behaviours is challenging, as they are often 
unique to the design of the malware author.  However, some 
malware is derived from known variants, where the signature 
and behavioural patterns have already been identified [16]. 
Current human capabilities and technologies, such as antivirus 
software, rely on predefined malware signature databases that 
require constant updates to detect new threats. The large 
volume of malware makes it impractical to analyse each piece 
manually, which is why automated technology is used to 
conduct these analyses. 

A. Malware Group 

Malware is commonly grouped by its type. Since there are 
many types of malware, categorising them in this way helps 
identify new variants within the same malware family or 
discover entirely new ones. Examples of common malware 
types include backdoors, botnets, ransomware, spyware, 
keyloggers, rootkits, viruses, and worms [17]. The advantage 
of classifying malware by type is that it enables the 
identification of malware families. Grouping malware in this 
manner improves detection accuracy, as similar types tend to 
share common traits. Malware type identification is achieved 
by analysing patterns in malware behaviour and grouping 
them based on these similarities. 

Currently, there is a growing body of research focused on 
attributing malware, as it has become increasingly 
sophisticated. This requires analysing malware from different 
perspectives, such as identifying traits to group malware by 
platform. In addition to traditional Personal Computer (PC) 
malware, malware is now being developed for a wide range of 
platforms, including Android malware for mobile devices, 
Industrial Control Systems (ICS) malware for Operational 
Technology (OT) systems, and Internet of Things (IoT) 
malware for appliances connected to the internet. This 
approach allows malware to be grouped according to the 
platform it is designed to target. For example, IoT malware 
refers to any type of malware developed to compromise a 
network of connected devices, as well as the technology that 
facilitates communication between these devices, the cloud, 
and other devices within the network. 

In addition to being grouped by platform, malware is also 
classified based on its authors, linking it to the respective 
threat actor. Connecting the malware to the threat actor helps 
gain insights into the objectives behind an attack and 
understand the motive of the threat actor [29]. This 
information is then used to build a profile of the threat actor, 

detailing the tools, targets, and preferred attack vectors. 
Having a profile of the threat actor aids in anticipating future 
attacks by enabling necessary preparations to enhance the 
organisation’s cybersecurity posture. For example, 
incorporating known signatures and the behavioural traits of 
the malware into cybersecurity controls to detect or block 
possible threats identified [30]. 

The challenge in the current ecosystem is identifying 
specific malware groupings, rather than categorising by type, 
as some malware exhibits the functionalities of two or more 
types. For example, China Chopper is a piece of malware that 
displays the capabilities of a trojan, infostealer, and password 
brute-force attack tool, among others [18] [19]. This 
demonstrates that sophisticated malware has a range of 
functionalities, making it difficult to group strictly by type. 
However, despite this complexity, malware still exhibits 
attributes that are linked to specific threat actors, such as APT 
group [20]. Grouping malware by its authors enables malware 
analysts to attribute it to a specific threat actor group or link it 
to a particular threat campaign [31]. This practice enhances 
threat detection by providing critical insights into adversarial 
motives, which, in turn, facilitates proactive defence 
measures. 

B. Malware Analysis Environment 

There are various ways to build malware analysis 
environments, depending on the data being analysed and the 
specific experimental scenario. One option is to use a 
dedicated physical machine for performing the analysis. 
However, this approach is time-consuming and inflexible, as 
cleaning the machine and reinstalling tools after each analysis 
session is cumbersome. After each analysis, the machine must 
be cleaned, and tools need to be reinstalled. An alternative 
approach is to use hypervisors and preinstalled tools [21]. In 
this setup, the machine is simulated through virtual machines 
(VMs). VMs offer several advantages, including network 
configurations that allow for host-only connections, which 
prevent the machine from connecting to the internet. VMs also 
include a snapshot function, enabling users to capture the 
system's state once the machine and applications are properly 
configured. This snapshot is used to revert to the captured 
state whenever required. 

C. Related Work 

Related works on malware analysis approaches typically 
use either generic malware or APT malware for experiments. 
Research on APT malware often involves classification to 
identify APT attacks based on common features extracted 
from malware samples belonging to different APT groups. 
Additionally, features extracted from APT malware are used 
to distinguish between APT and non-APT malware. However, 
these studies do not specifically analyse PE format APT 
malware. Given that Windows OS is widely targeted in cyber-
attacks, a dedicated extraction and analysis approach is 
required to gain a deeper understanding of PE-based APT 
malware. A comparison of related research works is presented 
in Table I. 
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TABLE I. MALWARE ANALYSIS APPROACH COMPARISON STUDY 

Resear

ch 

Work 

Malware Analysis Approach 

Data used in 

Experiment 

Features 

Extracted 

Analysis 

Purpose 

Analysis 

Medium 

Result 

Measure

ment 

Torabi, 
S., 

Dib, 

M., 
Bou-

Harb, 

E., 
Assi, 

C., & 

Debba
bi, M. 

(2021)[

22] 

IoT Malware 

(Collected 

using IoT-
based 

honeypot) 

Strings 

Visualise 

Covid-

related 
malware 

clusters 

based on 
strings 

attribute 

Similarity 

Measure
ment 

Based on 

Strings 
Attribute 

to 

determine 
covid 

related 

IoT 
malware 

Members

, 

percenta
ge, 

density 

(Xu et 

al., 

2021)[
23] 

APT Malware 

(cyber-

research/APT

Malware 

Github) 

API 

calls 

APT 

Malware 

Classific

ation (If 

it is an 

APT 
malware) 

Adaboost 
feature 

selection 

and 
LightGB

M 

Accurac

y, 

precision

, recall, 

F1 score 

(Hu & 

Hsieh, 
2021)[

24] 

APT Malware 
(cyber-

research/APT

Malware 
Github) 

Hexadec

imal and 
ASCII 

codes 

(APT PE 
samples 

were 

converte
d to 

PNG 

images 
with a 

fixed 

width of 

256 

pixels) 

APT 
Malware 

Classific

ation (If 
it is an 

APT 

malware) 
 

Convolut

ional 
Neural 

Network 

Avg. 
Train 

Accurac

y and 
Max 

Train 

Accurac
y 

(X. 
Han et 

al., 

2021)[
25] 

APT Malware 
(cyber-

research/APT

Malware 
Github) 

Binary 
code 

collectio

n and 
network 

behaviou

r 
(Graysca

le image 

conversi
on) 

APT 
Malware 

Classific

ation (If 
it is an 

APT 

malware) 
 

Convolut

ional 
Neural 

Network 

Accurac
y, 

precision

, recall, 
F1 score 

(Do 
Xuan 

& 

Huong, 
2022)[

26] 

APT malware 

downloaded 
from 

Interactive 

Online 
Malware 

Sandbox (any 

run app) 

Processe

s 

from 
Event ID 

Classify 

an APT 

or non-

APT 

malware 

Graph 

Neural 

Network 

Experim

ental 
Scenario

s to 

measure 
to 

measure 

effective
ness, 

Accurac

y, 
precision

, recall, 

F1 score 

Enhanc

ed 

Malwa
re 

Only PE file 

type of APT 

Malware 
(cyber-

Strings 

and 

Import 
Address 

Determin

e 

features 
of APT 

Similarity 

Measure

ment 
based on 

Experim

ent 

Scenario
s based 

Analys
is 

Approa

ch 

research/APT
Malware 

Github) and 

vxunderground 

Table malware 
and 

using 

similarity 
comparis

on 

techniqu
e to 

correlate 

with 
threat 

actor 

strings 
and IAT 

attribute 

on 
Similarit

y 

Concept 

Table I presents the enhanced approach we propose, which 
uses the similarity comparison technique to correlate APT 
malware with its author. The enhanced approach is simulated 
through experimental scenarios designed to evaluate the 
results. Table I also highlights that this enhanced approach is 
specifically tailored for analysing PE file-type APT malware 
and expands the use of the similarity comparison technique, as 
well as the developed experimental scenarios. Therefore, this 
research aims to combine various techniques and methods to 
analyse APT malware and extract information for Cyber 
Threat Intelligence (CTI) purposes. 

III. ENHANCED MALWARE ANALYSIS APPROACH 

The enhanced approach to analysing APT malware follows 
the entire process flow, from feature extraction to data 
analysis. This approach is presented visually to demonstrate 
the process, which is replicable using the preferred tools and 
methods. The enhanced approach is illustrated in Fig. 1. 

 

Fig. 1. Enhanced APT malware analysis approach. 

Fig. 1 shows the enhanced approach for analysing APT 
malware to identify threat actor correlation using similarity 
comparison techniques. The approach takes APT malware 
files as input via the CTI data collector component, which 
performs data extraction and preparation. The normalised data 
is then processed and serialised by the analysis medium 
component. Finally, the graphs and tables generated by the 
analysis medium are presented and shared through the 
information platform component. 
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The first step in the approach for the CTI data collector 
component is to identify the APT malware source for data 
collection. CTI data sources are categorised into open-source, 
closed, or subscription-based categories. Open-source 
repositories, maintained by the community, include forums 
and websites that offer free access to content. However, the 
quality and availability of this content depend on how well the 
repository is maintained. Closed and subscription-based 
repositories, on the other hand, are accessible only to a select 
group, typically based on membership arrangements that may 
require payment or affiliation with an organisation. To ingest 
APT malware from a source, the repository typically provides 
a download feature to store data files locally or an API to pull 
data to an external storage location, such as a server or cloud. 

Once APT malware is in the designated storage location, 
the contents of the files are extracted to obtain the relevant 
data. Data extraction is performed using specialised tools, 
which may be open-source or proprietary. Alternatively, a 
custom program can be written to perform the extraction 
process. This approach offers greater flexibility, as the 
features are not restricted by the limitations of open-source or 
proprietary data extraction tools. To develop a data extraction 
program, programming languages and scripting libraries 
typically include modules to read files and extract data based 
on the file format. 

Initial analysis is performed on the extracted APT malware 
data. This step helps identify key content within the data and 
prepares it for subsequent processing. By reviewing the 
extracted data, relevant attributes are selected for analysis, and 
appropriate data structures are chosen based on these 
observations. Additionally, this step includes data labelling, 
which adds context to the content by tagging relevant data. 
Observing the data also provides an overview of its contents, 
allowing for the identification and removal of noise through 
sanitisation. Sanitisation involves filtering out irrelevant file 
types and removing empty rows to refine the data. 

Once the data is prepared during the data collection phase, 
analysis mediums are used to transform it into meaningful 
information. At this point, the data is still in its raw format, 
and processing is necessary to derive actionable insights. 
Analysis mediums, typically built using programming 
languages, scripts, or available tools, perform the required 
processing and generate output results. Libraries and modules 
play a crucial role in this process, as they save time in 
developing the analysis mediums and allow the developer to 
focus more on the logic needed to process the data. 

The first decision when starting data processing is to 
choose the appropriate algorithm for the task. In artificial 
intelligence, the two main options are machine learning and 
deep learning. The next decision is to select the data 
processing algorithm, which is based on the data preparation 
step completed earlier. A data processing algorithm is a series 
of instructions designed to process the data. Libraries are often 
used to incorporate common functions such as validation, 
sorting, summarising, and aggregation into the algorithm. 
These libraries vary across programming languages or scripts, 
and custom functions are written to perform tasks beyond the 
available scope. Pseudocode is frequently shared by the 

community to assist in building custom functions, and many 
libraries are specifically designed to support AI. 

Once the data is processed, serialisation is performed to 
convert an object into a stream of bytes for storing the results. 
Common formats for storing results include CSV for tabular 
data and PNG for images. Serialised data are records kept for 
future reference when needed. Choosing the appropriate 
format for saving data is crucial to ensure that it is both 
preserved and easily shareable through the information 
platform. 

All results obtained from the analysis are gathered on the 
information platform. Web-based platforms, such as blogs, 
wikis, and dashboards, are used to transmit and display these 
results. A web-based information platform is chosen because 
it allows for customisation in how information is presented 
and provides graphical tools to assist in visualising the data. 
Additionally, sharing features and APIs are available on web-
based platforms to relay information to relevant parties. 

Based on the results obtained, suitable ways to present the 
information include visuals such as graphs, histograms, bar 
charts, pie charts, and tables. These visuals help describe and 
interpret the data, assisting recipients in the decision-making 
process. Multiple visual options are available to present the 
information effectively, depending on the context. Key 
considerations when presenting information include the 
purpose, the recipient's background, and the structure of the 
information flow. To manage these visuals and considerations, 
a platform like a dashboard is often used to consolidate all the 
information in one view. A dashboard allows recipients to 
access information and make queries efficiently. 

Before sharing information containing the analysis results, 
the parties who need to receive the information are identified. 
This step is crucial to prioritise information sharing based on 
the roles of personnel within the organisation. It functions as a 
call tree, alerting relevant personnel according to a layered, 
hierarchical communication model, ensuring the right people 
are notified of the threat. This enables the necessary 
preparations to be made in response to the threat. 
Communication methods include multiple channels, such as 
email, chat, SMS, and voice calls for emergencies. The 
information platform serves as a central medium, accessible to 
recipients, allowing them to pull the information when needed. 

A. Malware Analysis Study 

A malware analysis environment is established to 
experiment with and evaluate the proposed APT malware 
analysis approach. This environment integrates open-source 
tools and custom scripts to extract and compare malware 
features, facilitating the identification of similarities across 
various APT malware datasets. The environment is designed 
to align with the APT malware analysis methodology, 
simulating the analysis process using data derived from APT 
malware samples. The results of these experiments are 
assessed by reviewing the analysis outcomes. The APT 
malware analysis approach serves as the foundation for the 
environment's architecture, which is built using open-source 
technologies. Tools are integrated into the environment to 
perform similarity comparisons, offering valuable insights for 
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cybersecurity practitioners. These insights enable prompt 
actions, such as malware detection, as illustrated in Fig. 2. 

 
Fig. 2. Malware analysis environment. 

Fig. 2 illustrates the architecture of the malware analysis 
environment, which implements the proposed APT malware 
analysis approach. Two Virtual Machines (VMs) are used in 
the environment to manage the integration of components 
separately. VM 2 runs Windows 10 for sandbox deployment, 
while VM 1 is used for tool installation and runs Ubuntu. The 
requirements and installation procedures for each tool or 
software used are documented on the respective tool websites. 
The suitability and functionality of the tools are evaluated in 
advance to avoid any installation or deployment issues that 
could hinder their operation. The tools used in the malware 
analysis environment are listed in Table II. 

TABLE II. MALWARE ANALYSIS ENVIRONMENT 

Malware Analysis 

Environment 
Description 

Host Hardware 

Specification 

 CPU: Intel i7-13700F 

 RAM: 64GB (16GB assigned to VM1 
and VM2) 

Dataset 1 

Publicly available 

dataset from 

https://github.com/cyber-
research/APTMalware 

The APT Malware Dataset contains over 3,500 

malware samples in various file formats, such as 

.exe and .pdf, which are associated with 12 APT 

groups allegedly sponsored by five different nation-

states. This dataset is primarily used for 

benchmarking different machine learning 

approaches in the context of authorship attribution. 

It can also serve as a valuable resource for future 

benchmarks or malware research. 

Dataset 2 

Publicly available 

dataset from VX 

Underground (https://vx-
underground.org/) 

The malware repository is regularly updated and 

maintained, with each sample properly attributed to 

specific cyber incidents and threat actors based on 

CTI reports. As such, malware from this repository 

serves as a suitable dataset for this research 

experiment. Additionally, this repository has been 

used as an experimental dataset in the research by 

Piskozub et al. (2021) [27]. The APT malware 

samples from 2022 and 2023 were used in this 

experiment. 

Virtual Machine 1 (VM 

1, Linux Machine) 

The experiment tools installed on the virtual 

machine include Jupyter Lab is used to write the 

Python algorithms that is used for analysis  durin the 

experiment. Elasticsearch which is a ditributed 

search and analysis engine is used to store 

experiment results obtained and the results are 

visualised on the Kibana (dashboard).The 

experiment tools installed on the virtual machine 

include Jupyter Lab, which is used to write the 

Python algorithms for analysis during the 

experiment, and Elasticsearch, a distributed search 

and analysis engine, which is used to store the 

experiment results. The results are then visualised on 

the Kibana dashboard. 

Virtual Machine 2 (VM 
2, Windows Machine) 

Cuckoo Sandbox is a sandbox environment used for 

malware analysis and containment, designed to 

prevent outbreaks. It provides an analysis report on a 

given malware sample based on detection rules such 

as YARA (a tool commonly used in malware 

research and detection) to determine whether the 

sample is benign or malicious. 

Table II describes the tools used in the malware analysis 
environment, which has been built according to the proposed 
APT malware analysis approach. This environment can be 
customised by replacing the existing data feeds, tools, or 
software with alternatives, as long as they offer the 
functionality outlined in the proposed approach. The tools 
employed in the development of the malware analysis 
environment are open-source and available for free download 
from their respective websites. Additionally, scripting is 
required to integrate the tools and perform tasks that require 
specific libraries or unique functionality. For instance, Python 
scripts are used to execute functions that are not provided by 
the selected technology providers. 

B. Malware Analysis Experiment Design 

The flow of the malware analysis experiment follows the 
enhanced malware analysis approach, which consists of six 
stages: data extraction from files, data preparation, data 
processing, data serialisation, information presentation, and 
information sharing. In the experiment using VM1, static 
analysis is performed to extract malware features such as 
strings and the import address table. These extracted features 
are then used for similarity comparison, which is conducted 
using the Jaccard Index, as shown in Fig. 3. 

 
Fig. 3. Jaccard index. 

https://github.com/cyber-research/APTMalware
https://github.com/cyber-research/APTMalware
https://vx-underground.org/
https://vx-underground.org/
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Fig. 3 shows the Jaccard Index, which is used to gauge the 
similarity of sample sets by measuring the ratio of the 
intersection to the union of the two sets (Yang et al., 2023). 
The Jaccard Index between two sets is calculated by dividing 
the number of elements in their intersection by the number of 
elements in their union. The value of the Jaccard Index, 
denoted as J(A,B), lies between 0 and 1, where 0≤J(A,B)≤1. 
For example, if the intersection of sets A and B is empty, then 
J(A,B)=0, indicating no similarity between the two sets of 
assembly code [28]. This is one of the similarity comparison 
techniques identified for assessing similarities in malware 
attributes. 

Dataset 1, sourced from the GitHub link mentioned in 
Table II, contains 3,594 APT malware samples. During the 
data preparation step in the CTI data collector component, 
2,887 PE files are filtered out of the 3,594 APT malware 
samples in the dataset. For Dataset 2, which is pulled from 
Vxunderground, 596 PE files from 2023 and 3,446 PE files 
from 2022 are filtered during the same data preparation step in 
the CTI data collector component. 

Two attributes are selected from the observations during 
the data preparation step. These chosen attributes—strings and 
the Import Address Table (IAT)—are analysed during the 
experiment to identify similarities in APT malware. Based on 
these two attributes, three experiment scenarios are designed 
to help security professionals, researchers, and organisations 
understand how to identify similarities between different 
malware samples. Table III describes the role of these 
attributes and outlines the execution of the experiment 
scenarios. 

TABLE III. EXPERIMENT SCENARIO IMPLEMENTATION 

Experiment 

Scenarios 
Implementation 

String comparison 

Strings are ASCII and Unicode printable sequences of 

characters embedded within a file. The strings attribute 

refers to the human-readable text embedded within a 

binary file, often revealing useful information such as 

URLs, file paths, error messages, and even internal 

function names. Malware analysts frequently examine 

these strings to gain insights from the malware, such as its 

behaviour and command-and-control (C2) information. 

 

The string comparison scenario is an experiment designed 

to analyse APT malware and calculate the Jaccard Index 

between combinations of the 2,888 PE files identified. In 

this scenario, only Dataset 1 is used to identify the 

similarity between two distinct samples based on string 

attribute. 

IAT Comparison 

The Import Address Table (IAT) is part of a Windows 

module—either an executable or a dynamic link library 

(DLL)—that records the addresses of functions imported 

from other DLLs. The IAT provides insight into the 

specific system resources and APIs used by the malware, 

which is valuable for identifying patterns across different 

samples.. 

 

The IAT comparison scenario is an experiment designed to 

analyse APT malware and calculate the Jaccard Index 

between combinations of the 2,888 PE files identified. In 

this scenario, only Dataset 1 is used to identify the 

similarity between two distinct samples based on the IAT 

attribute. 

Similarity 

Comparison on 

Dataset 1 and 
Dataset 2 

In this experiment scenario, the strings and IAT attributes 

are extracted from APT malware in both Dataset 1 and 

Dataset 2. The similarity comparison is then performed by 

calculating the Jaccard Index between the APT malware 

samples in Dataset 1 and Dataset 2 based on these two 

extracted attributes. 

 

The similarity comparison is performed to identify any 

correlation between the two different APT malware 

datasets based on the string and IAT attributes. The 

comparison between Dataset 1 and Dataset 2 begins with 

the year 2023, followed by the year 2022. 

Table III illustrates the experiment flow, which includes 
three scenarios. These experiment scenarios are designed 
based on the dataset and the chosen attribute similarity 
comparisons, which include strings and IAT, as described in 
detail. The scenarios are executed to demonstrate how the 
normalised data are analysed and represented in graphs and 
tables. The sample data collected are shown in Table IV. 

TABLE IV. SAMPLE DATA COLLECTED 

Malware Hash 

Mal

ware 

Labe

l 

String 

Attributes 

IAT 

Attributes 

00be6858156b0be404b4fa4852ffc550c

25565236beaa4cb13ffe288bcb48d8e 

APT 

1 

Syntax error!
 Usage:

 getf/putf 

FileName 
<N> 
Mozilla/5.0 

So long! 
exit 

Shell 

started,wait 
to terminate 

it..... 

Service is 
running 

already! 

Service 
started! 

StartService 

failed! 
CreateProces

s failed! 

Program 
started! 

Syntax error!

CloseService

Handle 
ControlServic

e 

CreateFileA 
CreatePipe 

CreateProcess

A'", 
CreateProcess

AsUserA 

CreateThread 
CreateToolhel

p32Snapshot 
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 Usage:
 start </p|/s> 

<filename|Se

rviceName> 

Table IV lists sample data extracted from the APT 
malware. The fields identified for analysis, which are relevant 
to the experiment, include Hash, Label, Strings, and IAT. The 
comparison is then performed by calculating the Jaccard index 
values for the Strings and IAT attributes. This comparison, 
using the Jaccard index, is based on the bag of features 
concept, as shown in Fig. 4. 

 
Fig. 4. Malware attributes similarity concept. 

Fig. 4 illustrates the concept of attribute similarity used in 
malware analysis, where the similarity of malware attributes is 
calculated using a similarity coefficient, such as the Jaccard 
index. Based on the threshold of 0.8 for Jaccard index 
calculation: Diagram 1 represents an instance where the 
calculated Jaccard index value is greater than 0.8; Diagram 2 
shows an instance where the Jaccard index value is less than 
0.8; Diagram 3 depicts an instance where the Jaccard index 
value is 0. Finally, Diagram 4 illustrates an instance where the 
malware attributes exactly match, and the Jaccard index value 
is 1. 

IV. MALWARE ANALYSIS RESULTS 

Experiments are conducted to demonstrate the results 
obtained from the implementation of the enhanced approach. 
The results are based on three scenarios, using the malware 
attribute similarity concept described in Section 3B. Two 
distinct samples, identified by hash value, are obtained from 
the malware dataset and labelled as Malware 1 and Malware 
2. For each comparison performed based on the designed 
scenario, the Jaccard Index value is calculated to identify the 
similarity between the compared samples. 

A. Strings Similarity Comparison 

The string comparison scenario in the experiment 
compares the string attributes of each APT malware sample. 
For each APT malware analysed, the string values are 
extracted and saved in a CSV file. A sample of the results 
from the similarity comparison of string attributes extracted 
from APT malware is presented in Table V. 

TABLE V. SAMPLE JACCARD INDEX RESULTS FOR STRINGS ATTRIBUTE 

Malware 1 Hash 

Mal

war

e 1 

Lab

el 

Malware 2 Hash 

Mal

war

e 2 

Lab

el 

Stri

ng 

Jac

car

d 

Ind

ex 

0fbb47373b8bbefdfd9377dc2 AP 0fbb47373b8bbefdfd9377dc2 AP 1 

6b6418d2738e6f688562885f
4d2a1a049e4948e 

T1 6b6418d2738e6f688562885f
4d2a1a049e4948e copy 

T1 

6c8eb3365b7fb7683b9b4658

17e5cb87574026e306c700f3

d103eba056777720 

AP

T29 

6c8eb3365b7fb7683b9b4658

17e5cb87574026e306c700f3

d103eba056777720 

AP

T29 
1 

Table V shows sample Jaccard index results for the string 
attribute. The first row presents a sample where the Jaccard 
index value for the string attribute is 1. This result indicates 
that the malware is identical, as it represents the same sample 
with a similar hash value. 

 
Fig. 5. Strings network graph. 

Fig. 5 shows the results of the string attribute comparison 
between malware from different APT groups. Nodes without 
at least one edge are removed from the graph to reduce clutter. 

 
Fig. 6. Close up of strings network graph. 

Fig. 6 provides a close-up of Fig. 5. The APT malware 
samples are grouped based on the string attribute. 
Observations of the results reveal that some malware, even 
from the same APT group, are not clustered together. 
Additionally, no malware from different APT groups shows 
any connections. 

B. Imports Address Table Similarity Comparison 

The IAT comparison scenario in the experiment compares 
the IAT attributes of each APT malware sample. For each 
APT malware analysed, the IAT values are extracted and 
saved in a CSV file. A sample of the results from the 
similarity comparison of IAT attributes extracted from APT 
malware is presented in Table VI. 
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TABLE VI. SAMPLE JACCARD INDEX RESULTS FOR IAT ATTRIBUTE  

Malware 1 Hash 

Mal

war

e 1 

Lab

el 

Malware 2 Hash 

Mal

war

e 2 

Lab

el 

IAT 

Jaccar

d Index 

0fbb47373b8bbefdfd9377d

c26b6418d2738e6f688562

885f4d2a1a049e4948e 

AP
T1 

0fbb47373b8bbefdfd9377d

c26b6418d2738e6f6885628

85f4d2a1a049e4948e 

AP
T1 

1 

1b3ee0274ae0ac0b83dba7f

95f00e2381a5d3596d136eb

1fac842a07d8d25262 
 

AP

T1 

6bb764f3a5ca57f9bcc72aa
0c34dab64e870e22c6400f6

b3f62d5986104dc68f 

AP

T1 

0.82828
282828

2828 

6c7e768e48b9b225b7b9f84

528c53c2e6f9b639ce2e791
9fe0dff9aad07ea4f5 

AP

T29 

6c8eb3365b7fb7683b9b465

817e5cb87574026e306c70
0f3d103eba056777720 

AP

T29 

0.94845

360824
7423 

6c8eb3365b7fb7683b9b46

5817e5cb87574026e306c7
00f3d103eba056777720 

AP

T29 

6c8eb3365b7fb7683b9b465

817e5cb87574026e306c70
0f3d103eba056777720 

AP

T29 
1 

Table VI shows two identical samples in rows 1 and 4, 
which are malware from the same APT group with a Jaccard 
Index value of 1. Rows 2 and 3 show malware with different 
hashes but from the same APT group, with Jaccard Index 
values of 0.83 and 0.95, respectively. The closer the Jaccard 
Index values are to 1, the greater the similarity in the IAT 
attributes. 

 

Fig. 7. IAT Network graph. 

Fig. 7 shows the results of the IAT comparison between 
malware from different APT groups. The IAT network graph 
differs from the string network graph shown in Fig. 5. A 
close-up of the IAT network graph is presented in Fig. 8. 

 

Fig. 8. Close up of IAT network graph. 

In contrast to Fig. 6 from the string comparison 
experiment, Fig. 8 shows that in the IAT network graph, there 
are overlaps in IAT values for malware from different APT 
groups. This example demonstrates that there are overlapping 
attributes between malware from two different APT groups, 
which are grouped based on attributed threat actors. 

C. Strings and Import Address Table Similarity Comparison 

The similarity comparison scenario compares features 
from Dataset 2 (2023) and Dataset 2 (2022) with features 
collected from APT malware in Dataset 1. In this scenario, the 
strings and IAT attributes extracted from Dataset 2 are 
compared with the corresponding strings and IAT attributes 
extracted from malware samples of 12 APT groups in Dataset 
1. 

The similarity comparison of 596 samples from Dataset 2 
(2023) with 2,887 samples from Dataset 1 took 24 minutes 
and 19 seconds, resulting in 1,720,652 similarity comparisons. 
A summary of the results is shown in Table VII. 

TABLE VII. SUMMARY OF SIMILARITY COMPARISON RESULTS FOR 

DATASET 1 AND DATASET 2 (2023) 

Similarity 

Comparison 

Greater than 

0.8 

Greater 

than 0.5 
Lower than 0.5 

Lower than 

0.2 

Strings 0 121 1,720,531  1,715,434 

IAT 9643 33673 1,684,723 1,472,266 

The results of the string similarity comparison show that 
no Jaccard Index value exceeds 0.8. However, further 
examination of the results reveals that 28 samples have a 
Jaccard Index value greater than 0.6, with some samples 
exceeding 0.5. The outcome of the string similarity 
comparison is presented in Fig. 9. 
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Fig. 9. Similarity comparison result line graph (Strings). 

Fig. 9 provides an overview of the string similarity 
comparison results. The graph shows that, out of the 
1,720,652 similarity comparisons performed, none of the 
Jaccard index values exceed 0.7. Since the Jaccard Index 
values in the results are below the set threshold, it is likely that 
there are no significant similarities between the malware in 
Dataset 2 (2023) and Dataset 1. 

A different result was obtained for the IAT similarity 
comparison, with 9,643 samples having a Jaccard Index value 
greater than 0.8, as shown in Table VII and represented in Fig. 
10. 

 
Fig. 10. Similarity comparison result line graph (IAT). 

Fig. 10 provides an overview of the 1,720,652 IAT 
similarity comparison results. A correlation of 9,643 samples 
that scored a Jaccard Index higher than 0.8 is highlighted in 
the IAT network graph shown in Fig. 11. 

 

Fig. 11. IAT network graph. 

Fig. 11 depicts the results of the IAT comparison between 
Dataset 2 (2023) and Dataset 1. The IAT network graph shows 
multiple correlations. One of the correlations identified is 
shown in Fig. 12, which provides a close-up of the IAT 
network graph from Fig. 11. 

 
Fig. 12. Close up IAT network graph. 

Fig. 12 shows that Sample 160, Sample 161, and Sample 
162 are correlated with malware attributed to APT 10 and 
APT 28, based on the IAT similarity comparison. 
Additionally, Sample 368 and Sample 371 are correlated with 
malware identified as being used in APT 28 malicious 
operations. This suggests that, since the results scored higher 
than 0.8, the IAT attributes for these samples overlap with 
those of APT 10 and APT 28 malware. 

The experiment continued with the similarity comparison 
of 3,446 samples from Dataset 2 (2022) with 2,887 samples 
from Dataset 1, which took 2 hours, 52 minutes, and 45 
seconds. This resulted in 9,948,602 similarity comparisons. A 
summary of the results is shown in Table VIII. 

TABLE VIII. SUMMARY  OF SIMILARITY COMPARISON RESULTS FOR 

DATASET 1 AND DATASET 2 (2022) 

Similarity 

Comparison 

Greater than 

0.8 

Greater than 

0.5 
Lower than 0.5 

Lower 

than 0.2 

Strings 4 299 9,948,301 9,901,641 

IAT 48,110 196,401 9,741,018 8,380,710 

Table VIII shows that for the string similarity comparison, 
299 samples scored above 0.5, and four samples scored above 
0.8. The results of the string similarity comparison are 
represented in Fig. 13. 
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Fig. 13. Similarity comparison result line graph (Strings). 

Based on Fig. 13, it is clear that there is a single instance 
where the Jaccard Index value is 1.0. The results of the line 
graph for the IAT similarity comparison are shown in Fig. 14. 

 
Fig. 14. Similarity comparison result line graph (IAT). 

Fig. 14 depicts the visualisation of the results for 48,110 
samples with Jaccard Index values greater than 0.8 in the IAT 
similarity comparison. We then further investigate the results 
from Table VIII and Fig. 13 to better understand the findings. 
The 4 samples with Jaccard Index values greater than 0.8 for 
the string similarity comparison are filtered from the others. 
The results for the string similarity comparison above 0.8 are 
shown in Table IX. 

TABLE IX. STRINGS SIMILARITY COMPARISON RESULT FOR DATASET 1 

AND DATASET 2 (2022) 

Sample Hash 

Sam

ple 

Lab

el 

Malware Hash 

Ma

lwa

re 

La

bel 

Str

ing 

Jac

car

d 

Ind

ex 

IA

T 

Jac

car

d 

Ind

ex 

c9d5dc956841e000bfd876

2e2f0b48b66c79b79500e8

94b4efa7fb9ba17e4e9e 

Sam

ple2

43 

c9d5dc956841e000bfd876

2e2f0b48b66c79b79500e8

94b4efa7fb9ba17e4e9e 

AP
T10 

1.0 1.0 

fa7eee6e322bfad1bb0487

aa1275077d334f5681f0b4

ede0ee784c0ec1567e01 

Sam

ple8

09 

c9d5dc956841e000bfd876

2e2f0b48b66c79b79500e8

94b4efa7fb9ba17e4e9e 

AP
T10 

1.0 1.0 

c9d5dc956841e000bfd876

2e2f0b48b66c79b79500e8

94b4efa7fb9ba17e4e9e 

Sam

ple3

063 

c9d5dc956841e000bfd876

2e2f0b48b66c79b79500e8

94b4efa7fb9ba17e4e9e 

AP
T10 

1.0 1.0 

c9d5dc956841e000bfd876

2e2f0b48b66c79b79500e8

94b4efa7fb9ba17e4e9e 

Sam

ple3

427 

c9d5dc956841e000bfd876

2e2f0b48b66c79b79500e8

94b4efa7fb9ba17e4e9e 

AP
T10 

1.0 1.0 

Table IX lists the four samples for which the Jaccard Index 
values for strings are greater than 0.8. Observations from both 
the string and IAT similarity comparisons show that the 
Jaccard Index obtained is high, with a score of 1.0. This 
indicates that Sample 243, Sample 809, Sample 3063, and 

Sample 3427 exactly match APT10 malware, which has the 
hash“c9d5dc956841e000bfd8762e2f0b48b66c79b79500e894b
4efa7fb9ba17e4e9e”. This correlation is also reflected in the 
strings network graph shown in Fig. 15. 

 

Fig. 15. Correlation identified in strings and imports network graph. 

Based on the correlation shown in Fig. 15, a relationship 
between APT 10 malware and Sample 809, which has the 
hash 
“fa7eee6e322bfad1bb0487aa1275077d334f5681f0b4ede0ee78
4c0ec1567e01,” is identified. Since Sample 243, Sample 
3063, and Sample 3427 have the same hash as the APT 10 
malware, they are not shown in the network graph in Fig. 15. 
This also explains the result obtained in Fig. 13, which 
indicates the similarity between APT 10 malware and those 
samples. Therefore, only the correlation of Sample 809 to 
APT 10 malware, based on the string similarity comparison, is 
shown, as only Sample 809 has a different hash. This suggests 
that the incident involving Sample 243, Sample 809, Sample 
3063, and Sample 3427 is likely linked to APT 10, since these 
samples share similar attributes with malware already 
attributed to this APT group, which is believed to be linked to 
China. 

Based on the information obtained, these findings can be 
used for CTI (Cyber Threat Intelligence) purposes. The report 
accompanying Dataset 2 from Vxunderground states that 
Sample 243 is Nbtscan, discovered by Avast; Sample 809 is 
NBTScan, discovered by Symantec; Sample 3063 is a 
NetBIOS scanner, discovered by Trend Micro; and Sample 
3427 is F01A9A2D1E31332ED36C1A4D2839F412, 
discovered by Kaspersky, where only the MD5 value is 
provided in the IOC section. All of these reports attribute the 
samples to APT groups possibly linked to China, such as 
Mustang Panda and Earth Lusca. Therefore, the analysis and 
results obtained in this research provide a valid correlation. 

By knowing that the malware found is possibly attributed 
to a specific APT group, organisations can better prepare to 
defend against the threat. For example, based on our results, if 
the sample found in an organisation is linked to APT 10, threat 
hunting efforts can focus on looking for IOCs (Indicators of 
Compromise) and activities associated with APT 10 or related 
APT groups, based on past incidents involving those groups. 
Our research demonstrates how string and IAT attributes can 
be used in similarity comparison scenarios, with extracted 
features being correlated to the threat actor through visual 
information presentation. 

V. CONCLUSION 

In general, the enhanced APT malware analysis approach 
extracts attributes from PE files and uses these to correlate 
with threat actors. This helps identify the origin of malware 
through the Jaccard Index, a similarity comparison technique 
used to establish threat actor correlations. The information 
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obtained can be leveraged to develop countermeasures against 
cyber threats. The development of additional malware analysis 
systems and experiments performed in this research includes 
technical discussions and examples to deepen understanding 
of the formulated APT malware analysis approach. This 
solution aims to assist cybersecurity practitioners and 
researchers in making informed decisions by providing 
actionable insights and a comprehensive perspective on cyber-
attacks, based on the analysis of artefacts from APT groups. 

Our experiment identified correlations between four 
samples and malware attributed to APT 10. Our analysis of 
the results also validates the findings obtained during the 
experiment. The enhanced APT malware analysis approach, 
the malware analysis environment, and the experimental 
scenarios developed in this research provide a foundation for 
discovering threat actor correlations. Our work provides a 
foundation for correlating malware with the threat actor, and 
the malware analysis approach can be used in designing other 
experimental scenarios. 

Extending the experimental scenarios is one possible 
avenue for future work. Developing additional scenarios 
would uncover more insights from the APT malware dataset. 
Additionally, the malware analysis environment could be 
improved by using hardware with higher specifications, which 
would enable faster analysis, and by incorporating tools that 
are more preferred or offer better functionality. 

Another direction for future work is refining the dataset 
used, or adopting a different dataset that is better suited to the 
experiment. Our research used Dataset 1, which, although 
relatively outdated, is well-structured, making it easier to label 
samples with the attributed threat actor. Moving forward, we 
plan to use Dataset 2, which is more recent but requires 
additional effort for labeling. If publicly available datasets 
were better structured or properly labeled, the sample analysis 
process would be much easier, and the labeling step would be 
significantly streamlined. 

Apart from that, other similarity comparison techniques 
could be explored for future work, incorporating AI—such as 
machine learning or deep learning algorithms—into the 
approach. Our current work, using the Jaccard Similarity 
Index, aims to conduct a preliminary analysis of the dataset 
and obtain results that will help develop the malware analysis 
approach with similarity comparison techniques, as well as 
design the malware analysis environment. Both the enhanced 
approach and the malware analysis environment are integral 
for analysing APT malware to extract information for 
identifying the threat actor. 
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