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Abstract—Accurate segmentation of chest X-rays is essential 

for effective medical image analysis, but challenges arise due to 

inherent stability issues caused by factors such as poor image 

quality, anatomical variations, and disease-related abnormalities. 

While Generative Adversarial Networks (GANs) offer automated 

segmentation, their stability remains a significant limitation. In 

this paper, we introduce a novel approach to address 

segmentation stability by integrating GANs with wavelet 

transforms. Our proposed model features a two-network 

architecture (generator and discriminator). The discriminator 

differentiates between the original mask and the mask generated 

after the generator is trained to produce a mask from a given 

image. The model was implemented and evaluated on two X-ray 

datasets, utilizing both original images and perturbed images, the 

latter generated by adding noise via the Gaussian noise method. 

A comparative analysis with traditional GANs reveals that our 

proposed model, which combines GANs with wavelet transforms, 

outperforms in terms of stability, accuracy, and efficiency. The 

results highlight the efficacy of our model in overcoming stability 

limitations in chest X-ray segmentation, potentially advancing 

subsequent tasks in medical image analysis. This approach 

provides a valuable tool for clinicians and researchers in the field 

of medical image analysis. 
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I. INTRODUCTION 

In recent years, the application of deep learning (DL) has 
seen significant strides in the field of medical imaging, 
revolutionizing the automation and enhancement of tasks such 
as detection, classification, and segmentation of medical 
images. At the forefront of these advancements are neural 
networks, sophisticated machine learning algorithms designed 
with layers of interconnected neurons. This architectural 
mimicry of the human brain enables neural networks to 
interpret incoming data, extracting intricate patterns and 
features with a level of sophistication that traditional 
algorithms struggle to achieve [1, 2]. 

Neural networks are trained on annotated medical images 
to detect anatomical structures and abnormalities [1]. Neural 

networks can be used to automate disease detection, such as 
identifying lung nodules on chest X-rays or brain tumors on 
MRI images. It’s an effective tool to improve the quality of 
medical images, with backpropagation function which removes 
the noise and enhance image resolution. Neural networks can 
detect specific anatomical structures in images, for example, to 
isolate a tumor in an MRI image or to measure the dimensions 
of an organ in an ultrasound image [1, 2]. Deep learning is 
widely used in medical image analysis to analyze images from 
a variety of modalities, such as Computed Tomography (CT), 
X-ray, Positron Emission Tomography (PET), Ultrasound, 
Magnetic Resonance Imaging (MRI), Optical Coherence 
Tomography (OCT) [3, 6, 7]. The X-rays are considered as a 
type of medical imaging that uses ionizing radiation to produce 
images of bones and other dense body structures. X-rays are 
commonly used for diagnosis and treatment planning for 
conditions such as fractures, joint problems, dental issues and 
chest [3]. They are fast, widely available, and inexpensive 
compared to other medical imaging modalities. 

In this article, we used in our experiments the chest X-rays 
(CXRs) [3], a type of medical imaging that employs X-rays to 
create images of the chest, including the heart, lungs, and blood 
arteries. They are frequently employed to identify and keep 
track of illnesses like pneumonia, lung cancer, tuberculosis, 
heart issues, and fluid retention in the lungs. Compared to other 
imaging techniques used in medicine, CXRs are quick, 
accessible, and affordable [4]. The detection of COVID-19 has 
also been tried in this manner [4]. Chest X-rays (CXRs) are 
used more frequently for early triage of ARDS patients who 
are already exhibiting COVID-19 symptoms and acquiring 
accurate because they are simpler to obtain than computed 
tomography (CT) [5]. 

Segmentation of a Chest X-ray is the process of separating 
the foreground (such as the lung and heart) from the 
background (such as the chest wall) in a chest X-ray image. 
This can be done using various techniques such as 
thresholding, morphological operations, and machine learning 
algorithms [6]. The purpose of chest X-ray segmentation is to 
accurately identify and isolate specific structures in the image, 
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which can be used for diagnosis, treatment planning, and 
measurement of structures such as lung volume. Segmenting 
chest X-rays is a challenging task due to the diverse range of 
anatomy, disorders, and appearances that can be present. 
However, it is a crucial step for enhancing the accuracy and 
efficiency of medical image analysis [8]. On the other hand, the 
stability of images segmentation is very important to improve 
the data security against attackers on medical images field. 
Images contain sensitive and confidential patient information, 
and their unauthorized access or manipulation can have serious 
consequences [9]. Segmentation of medical images, such as 
chest X-rays, can help improve their security against attackers 
by reducing the amount of data that needs to be protected. By 
isolating relevant structures and removing unnecessary 
information, the risk of unauthorized access or manipulation of 
sensitive and confidential patient information can be reduced. 
To further protect the segmented images, encryption can be 
used to scramble the data using secure algorithms. This makes 
it difficult for unauthorized users to access or view the 
confidential information contained in the images. Access to 
segmented images can also be controlled through 
authentication and authorization procedures, such as role-based 
access control or password protection. This helps ensure that 
only authorized users have access to the data, further reducing 
the risk of data breaches. 

It’s important to note that while these techniques can 
provide some level of security against attackers, no single 
method can provide complete security. A combination of these 
techniques, along with robust security protocols throughout the 
life cycle of medical X-ray images, is recommended for the 
best results [10]. Deep learning algorithms have shown 
promising results in both segmentation tasks and security 
against potential attackers, particularly for chest X-rays.There 
are several deep learning algorithms used for medical image 
segmentation, including Convolutional Neural Networks 
(CNNs). [10] CNNs are a type of neural network specifically 
designed for image analysis tasks. They can be trained to 
perform image segmentation by learning the relationships 
between image pixels and object boundaries. CNNs have 
achieved notable success in semantic segmentation in [11], 
Long et al. Semantic segmentation was suggested in early work 
on integer convolutional networks (FCNs). Where the authors 
have tested the label map using deconvolutional layers to 
acquire classification results for each pixel, they have 
substituted the conventional fully connected CNN layers with 
convolutional layers to generate a coarse label map. However, 
CNNs have some drawbacks, they present good results with 
clear and well-defined images and poor performance on 
security applications, typical low-resolution, noisy, or occluded 
images [11]. The U-Net algorithm [12], a well-known CNN 
architecture created expressly for medical image segmentation, 
is the alternative segmentation algorithm. In order to record 
both high-level and low-level characteristics in the image, it 
employs an encoder-decoder architecture. 

II. RELATED WORK 

The section provides an overview of existing research, 
methodologies, and advancements relevant to this study. By 
examining prior contributions, this section highlights the 
current state of knowledge, identifies gaps in the literature, and 

demonstrates how this work builds upon or diverges from 
earlier studies. The review also contextualizes this research 
within the broader academic discourse, ensuring clarity in its 
contributions and alignment with ongoing developments in the 
field. In recent years, medical image segmentation has become 
a critical area of research in medical imaging and computer 
vision. Numerous studies have proposed innovative methods to 
improve the accuracy and reliability of segmentation models, 
especially for challenging tasks involving small, unclear, or 
complex anatomical structures. The U-Net architecture for 
medical image segmentation is extended in the work for auteur 
[12], introducing an attention mechanism to enhance 
performance on challenging objects like the pancreas. In order 
to enable the network to recognize key features for the target 
item, the proposed Attention U-Net employs a gating 
mechanism to dynamically weight feature mappings in the 
network’s encoding and decoding sections. For a dataset of CT 
scans used for pancreatic segmentation, the Attention U-Net 
performed better than the regular U-Net and a number of 
cutting-edge segmentation techniques. Auteur [12] presents, a 
deep learning framework for U-Net architecture-based 
segmentation of chest X-ray images. To more effectively 
handle the present small and hazy structures, the authors 
suggested changes to the basic U-Net architecture. For 
improving the accuracy and realism of the segmentation 
results, they used adversarial segmentation, it’s a type of image 
segmentation technique that uses adversarial training. 
Adversarial training is a machine learning technique that trains 
a model using adversarial examples, which are inputs designed 
to mislead the model. In the context of image segmentation, 
adversarial training is used to guide the segmentation model 
towards producing accurate and visually plausible 
segmentation masks. The model is trained using a combination 
of a segmentation loss and an adversarial loss, which measures 
the realism of the generated segmentation masks. Authors of 
[13], explore the application of SegAN for medical image 
segmentation and suggest using adversarial training to increase 
the segmentation accuracy and realism of the segmentation 
masks created. Two parts make up SegAN: a generator and a 
discriminator. The segmentation masks are created by the 
generator, and the discriminator assesses how realistic they are. 
In order to increase the segmentation accuracy, the authors also 
suggest a multi-scale loss function that takes into consideration 
background data from several scales. In order to train the 
SegAN, the multi-scale loss function is combined with the 
adversarial loss. For numerous medical imaging datasets, 
experimental results demonstrate that SegAN is superior to 
other cutting-edge approaches. Additionally, the authors 
demonstrate how SegAN can deal with small and hazy 
structures. The authors of [14] demonstrate how SegAN can be 
used for unsupervised adversarial training on medical image 
segmentation. Using a number of medical imaging datasets, 
they assess the performance of the unsupervised SegAN and 
demonstrate that it can produce results that are on par with or 
even superior to those of the conventional supervised SegAN. 

The paper in [15], presents an interesting extension of 
SegAN by incorporating unsupervised adversarial training, 
which can help address the limitations of supervised 
adversarial training, such as the need for large amounts of 
annotated data. However, more research is needed to fully 
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understand the benefits and limitations of unsupervised 
adversarial training for medical image segmentation. While the 
unsupervised adversarial training approach has advantages, it 
comes with limitations. In this method, the generator is trained 
without using ground truth masks, potentially resulting in 
suboptimal performance. This differs from supervised 
adversarial training, where ground truth masks are employed. 
Generative Adversarial Networks (GANs) pose challenges in 
training and can experience stability issues, such as mode 
collapse, leading to suboptimal performance. The authors 
evaluated the performance of unsupervised SegAN on various 
medical imaging datasets. However, it’s important to note that 
these datasets may not fully represent all medical imaging 
modalities and applications. This version maintains the key 
points while presenting them in shorter, more digestible 
sentences. Authors in study [16], present a new approach to 
medical image segmentation that leverages the advantages of 
both multimodal imaging and adversarial learning. The authors 
propose a multi-modal GAN called SegAN, which is trained 
using both modalities and adversarial learning. The network is 
trained to segment the target structures in both modalities while 
maintaining the multi-modal information in the generated 
results. However, the limitations of the proposed approach 
include the need for large amounts of annotated data for 
training, the stability issues associated with GANs, and the lack 
of interpretability of the model’s predictions. In study [17], to 
improve the performance of adversarial networks for medical 
image segmentation tasks, the authors propose to use self-
supervised learning, where the model can learn from the input 
data without requiring manual annotations, The SS-GAN is 
trained using a combination of adversarial loss and self-
supervised loss, which helps the network to generate accurate 
and plausible segmentation mask. The experimental results 
demonstrate that the proposed SS-GAN’s more effective than 
other state-of-the-art methods for medical image segmentation. 
The limitations are not specified in the article [18]. However, 
some common limitations of self-supervised learning and 
adversarial networks can be the model’s performance might be 
affected by the presence of outliers or data with different 
distributions, the model may not perform well on unseen data 
and generalize poorly to new medical imaging modalities, the 
stability issues associated with GANs, and the lack of 
interpretability of the model’s predictions. 

A new paradigm for medical image segmentation 
employing an adversarial attention network is proposed by S. 
Kim et al. in [19] (AAN). The AAN enhances segmentation 
performance by combining adversarial learning with an 
attention mechanism. Within the network, both a generator and 
a discriminator coexist. The generator divides the image into 
segments, while the discriminator assesses the segmentation 
output. The generator is given access to the attention 
mechanism to aid with segmentation accuracy and focus on the 
target regions. The technique was put to the test on several 
medical image datasets, and the results indicated enhanced 
performance when compared to other segmentation techniques 
already in use. X. Song et al. [20], proposes a multiple 
adversarial network (MAN) architecture for medical image 
segmentation. The MAN architecture is made up of a number 
of adversarial sub-networks, each of which is trained to 
provide various aspects of the input medical image. These 

features are then combined to give the segmentation result. The 
results of the experiments the authors undertake on two 
medical image segmentation datasets show that the MAN 
architecture is superior to other cutting-edge techniques. The 
paper [21], does not provide any constraints. However, some 
typical drawbacks of self-supervised learning and adversarial 
networks include the instability of GANs, the unintelligibility 
of the model’s predictions, and the model’s performance being 
impacted by the existence of outliers or data with different 
distributions. In study [22], authors presents a decision support 
system based on a GAN model for brain tumor segmentation. 
The authors aim to improve the accuracy and efficiency of 
brain tumor segmentation using GANs. The proposed system is 
tested and evaluated using a dataset of brain MRI scans, and 
the results demonstrate its effectiveness and superiority 
compared to traditional methods. Some common limitations of 
the proposed system include stability issues associated with 
adding noise to the images. The model may not perform well 
when incorporating such noise. 

Through our review of several studies focusing on the 
segmentation by GAN’s algorithms, we discovered that the 
biggest limitations was the stability constraints related to the 
GAN’s network. In this paper, we proposed a new approach to 
chest X-ray segmentation based on the GAN with wavelet 
transforms. The GAN consists of two neural networks: the 
generator and the discriminator. The generator is responsible 
for generating a mask for a given original chest X-ray image, 
while the discriminator distinguishes between the original 
mask and the generated mask. To evaluate the proposed 
approach, we implemented their model on two datasets of chest 
X-ray images. One dataset consisted of original images, while 
the other dataset consisted of perturbed images with added 
noise using the Gaussian noise method [38]. The performance 
of the proposed approach was compared to that of the 
traditional GAN algorithm. The results showed that the 
proposed approach based on the GAN algorithm with wavelet 
transforms outperformed the traditional GAN algorithm in 
terms of stability, accuracy, efficiency, and it can help to 
improve the accuracy of subsequent medical image analysis 
tasks. The proposed approach has the potential to be a valuable 
tool for clinicians and researchers in the field of medical image 
analysis. It can help improve the accuracy and efficiency of 
medical image analysis tasks, which can ultimately lead to 
better diagnosis and treatment outcomes for patients. The rest 
of this paper is organized as follows: In Section III, we show 
methods. The proposed approach of our work in Section IV. 
The experimental results are discussed in Section V. Finally, a 
conclusion are presented in Section VI. 

III. METHODOLOGY 

This section, provides an overview of the GAN 
architecture. Subsequently, we will introduce two models for 
GAN-based segmentation, with the first model being our initial 
approach and the second model being a novel technique to 
overcome stability limitations of GAN. 

A. Generative Adversarial Networks (GAN) 

Goodfellow et al. [23] were the ones who first proposed the 
traditional GAN architecture. When creating new synthetic 
data that is similar to a training set, GANs combine two 
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separate types of neural networks generator G and a 
discriminator D. The role of the D is to learn how to 
distinguish between genuine and fake samples, whereas the G 
is responsible for generating artificial samples. The min-max 
game involves two networks competing against each other, 
where one network aims to maximize the value function 1 
while the other seeks to minimize it. In a game-theoretic 
framework, the two networks are trained concurrently while 
the generator strives to generate samples that deceive the 
discriminator, and the discriminator tries to properly identify 
the generated samples. The discriminator gets better at spotting 
fraudulent samples, and the generator gets better over time at 
producing synthetic samples that are close to the training set. 

Below, Formula 1 present an illustration of how network G 
and network D can be understood mathematically with value 
function V (G, D): 

min
𝐺

max
𝐷

𝑉(𝐷, 𝐺) = 𝔼𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[log 𝐷(𝑥)] +

𝔼𝑍~𝑝𝑍(𝑍)[log(1 − 𝐷(𝐺(𝑍)))]  (1) 

where: 

 𝔼𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[log 𝐷(𝑥)]: log probability of D predicting 

that real-world data is real. 

 𝔼𝑍~𝑝𝑍(𝑍)[log(1 − 𝐷(𝐺(𝑍)))] : log probability of D 

predicting that G’s generated data is not real. 

 𝑥:  with real images drawn from 𝑝𝑑𝑎𝑡𝑎(𝑥)  real data 
images distribution. 

 Z: the prior input noise from 𝑝𝑍(𝑍). 

GANs can be used for a variety of tasks, like image 
synthesis by use type of GAN called conditional-GAN (cGAN) 
[24], text to image generation [24], Data augmentation [25], 
classification, and segmentation [39]. 

B. GAN for Image Segmentation 

The discriminator network is trained to differentiate 
between real and fake (mask segmented) masks, while the 
generator network is trained to create realistically segmented 
images known as mask segmented. The two networks play a 
game in which the generator tries to produce masks that the 
discriminator cannot distinguish from real ones, and the 
discriminator tries to correctly identify the generated masks. 
Over time, the generator improves, producing more and more 
realistic masks, while the discriminator becomes better at 
identifying generated masks. In this way, GANs can be used 
for image segmentation by training the generator to produce 
accurate segmentations of input images. The general structure 
of the GAN for segmentation is shown in Fig. 1. 

 

Fig. 1. Architecture GAN. 

a) Generator: Our goal is to enhance the preliminary: 

segmented output of the segmentation component by 

leveraging the generative component, which is known for its 

advanced optimization capabilities. To achieve this, we 

employed the U-Net neural network as the generator, given its 

exceptional performance in previous works [23]. A U-Net 

generator for segmentation is a type of deep learning neural 

network architecture designed for image segmentation tasks. 

The U-Net architecture is based on a fully convolutional 

network, with a “U” shaped structure that merges feature from 

lower-level to higher-level layers in the network [12]. In the 

U-Net architecture, the contracting path, represented by the 

left half of the “U” shape called encoder, is used to extract 

features and reduce the spatial resolution of the input image, 

and the expanding path, represented by the right half of the 

“U” shape called decoder, is used to upsample and recover the 

spatial resolution, while also combining features from the 

contracting path to make segmentation predictions [12]. The 

U-Net generator is commonly used in medical imaging to 

segment organs, tumors, or other structures of interest. 

However, it can also be applied to other types of image data, 

such as satellite imagery or aerial photographs, for tasks such 

as object detection and semantic segmentation. The general 

structure of the generator in our model is shown in Fig. 2. 

 

Fig. 2. Structure of the generator. 

The network is composed of five layers for the encoder and 
decoder: first one is the input layer, next three layers of the 
Relu convolutional batch normalization model are hidden, and 
the last one is the final output layer. The architecture is 
comprised of a total of 10 layers, with the encoder and decoder 
each containing five layers. The encoder consists of five layers, 
with each layer being composed in the following manner: The 
first layer contains an input size of 512 ∗ 512 , Conv2D is a 2D 
convolution layer with a 3 ∗ 3 ∗ 32 filter size for identifying 
spatial patterns in an image, such as edges and activation the 
max pooling layer of size 2 ∗ 2 is used to minimize 
representation size and speed up computations in Relu, a 
piecewise linear function that outputs the input directly if it is 
positive. With a multiplication filter ∗2, the remaining layers 
share the same structure. The decoder constitutes the latter half 
of the architecture, comprising of five layers. Each compound 
layer is structured in the following manner: Transposition-
based deconvolution is an upsampling technique used to 
increase the size of an image. To achieve this, the transposed 
convolution is applied, and the resulting image is concatenated 
with the corresponding image from the contracted path. This 
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process creates an image of the same size as the input. In the 
Conv2D class, the padding parameter can have one of two 
values: “valid” or “same”. When set to “valid”, convolution 
can be applied to reduce the spatial dimensions of the input 
volume, assuming that it is not empty. When set to “same”, 
convolution can be applied to reduce the spatial dimensions, 
and the input volume is assumed not to be empty. Including 
prior information in the process increases the accuracy of the 
output. In our work, we utilized “same” padding, and the final 
layer consists of a convolutional layer with a filter size of 1 × 
1. The output of the sigmoid activation function is specified on 
real numbers and ranges between 0 and 1. It can be interpreted 
as a probability value [26]. 

b) Discriminator: Within our work, the discriminator: is 

implemented as a deep convolutional neural network that 

takes in two images one that is original and another that is 

generated by the generator. The objective of the discriminator 

is to categorize each image as either  “real” or “fake”. Fig. 3 

provides a visual representation of the overall structure of the 

discriminator that was employed in our work. 

 

Fig. 3. Structure of the discriminator. 

In our work, the discriminator examines two sequences to 
determine whether they are real or fake by using two images: a 
original mask and a mask produced by the generator. For the 
discriminator in our model, we used a total of five layers, 
starting with the input layer, followed by four Conv2D layers 
each with a size of 3 × 3. Hidden and dropout layers were 
incorporated, implementing the Relu activation function and 
batch normalization. The fifth layer was another Conv2D layer, 
this time with a size of 3 × 3, utilizing the Relu activation 
function, and employing max pooling layers. The 2-
dimensional arrays resulting from the pooled feature maps are 
then flattened in the final layer before being passed on as a 
continuous linear vector to the fully connected layer, which 
generates the final output [27, 28]. 

C. Wavelet Transforms 

A subfield of mathematics known as the wavelet transform 
(WT) started to develop gradually in the 1980s [40]. The 
wavelet transform is another outstanding example of the ideal 
fusion of pure and applied mathematics, following the fourier 
transform. It shares the mathematical microscope renown. The 
wavelet transform has significantly advanced approaches in 
nonlinear science, engineering technology, signal processing, 
image processing, and computer applications in recent years. It 

is one of the most effective and popular time frequency 
analysis techniques, and it has been utilized extensively in 
signal and image processing [31, 32]. WT is classified into two 
types: continuous WT (CWT) and discrete WT (DWT). In 
general, DWT is more useful than CWT for resolving practical 
issues. We used the Discrete Wavelet Transform (DWT) to 
implement our new approach. The DWT can be used to 
decompose signals into different frequency components and 
provide a multiresolution representation of the signal [32]. This 
can be useful in image processing and computer vision 
applications, where the goal is to extract important features and 
remove noise from the signals [29, 32]. The data is split into 
high and low pass bands by the DWT algorithm, with or 
without information loss. It is built on high and low pass filters 
that are sub-sampled. Functions over a finite range are defined 
as DWT. The goal of DWT is to convert data from the time-
space domain to the time-frequency domain in order to 
improve compression efficiency. We have simplified the DWT 
by describing how it works as follows in Fig. 4: 

 

Fig. 4. Block diagram of 3-level wavelet transform. 

Low-Low (LL), Low-High (LH), High-Low (HL), and 
High-High are the names of the four bands that are created 
(HH). As the LL band still contains information that resembles 
an image, it is possible to use the same set of wavelet filters 
that were used on the original image. The image can be divided 
into sub bands for as many levels as needed (up to the image 
resolution), however for image compression, only 4 or 5 levels 
are often used [33]. An image is a two-dimensional (2-D) 
signal with rows and columns. The wavelet decomposition of 
an image (rows and columns) can be represented by 
decomposing one-dimensional signals. The low-frequency 
components in horizontal and vertical directions (LL), low-
frequency components in horizontal and vertical directions 
(LH), high-frequency components in horizontal and vertical 
directions (HL), and high-frequency components in horizontal 
and vertical directions (HH) are obtained following a one-layer 
wavelet decomposition of an image [33]. The DWT performs 
two steps of calculation on pairs of data items from the signal 
after it has been processed, as presented on following Formula 
2. 

{
𝐿𝑖 =

1

√2
(𝑋2𝑖 + 𝑋2𝑖+1)

𝐻𝑖 =
1

√2
(𝑋2𝑖 − 𝑋2𝑖+1)

   (2) 

An approximation (average) of the two data items is what 
comes out of the first step, and an approximation (difference) 
of the two data items is what comes out of the second step. 
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Where : 

 i=0...N/2  

 X=the signal data of length N. 

 L=the low subband of length N. 

 H=the high subband of length N. 

The inverse Wavelet transform (IDWT), in contrast, fuses 
four sub-images to the original image by up-sampling while 
utilizing the same filters. As shown on Formula 3. 

{
𝑋2𝑖 =

1

√2
(𝐿𝑖 + 𝐻𝑖)

𝑋2𝑖+1 =
1

√2
(𝐿𝑖 − 𝐻𝑖)

  (3) 

a) Wavelet transforms for generative adversrial 

network: The GAN-based image segmentation model: that 

incorporates wavelet transforms is a deep learning architecture 

that combines two powerful techniques to achieve accurate 

segmentation results. In this approach, the wavelet coefficients 

of the input image are used as features to train a GAN model, 

which generates a segmented image output. The generator 

network is designed to optimize the segmentation performance 

by minimizing the difference between the generated output 

and the ground truth segmentation mask, while the 

discriminator network objective is to distinguish between the 

generated segmentation mask and the ground truth. By 

iteratively training the generator and discriminator, the GAN 

model can learn to accurately segment complex images [30]. 

A GAN based on Wavelet coefficients can help improve the 

stability of image segmentation by using the wavelet 

coefficients as inputs to the network. The wavelet transform 

allows the decomposition of an image into different frequency 

components, which can provide a more robust representation 

of the image compared to using raw pixel values. By training 

the GAN on these wavelet coefficients, it can learn to produce 

stable segmentations even with variations in the input image. 

This approach can help improve the robustness and 

generalization ability of the image segmentation model, it’s 

that’s what we actually got by implementing our new 

approach based on a GAN with a wavelet and comparing it to 

a simple GAN. 

IV. PROPOSED APPROACH 

Using DWT and IDWT in our approach, we were able to 
develop a reliable segmentation model that could handle 
variations in input images. Our results indicate that our 
approach enhanced the robustness and generalizability of the 
original image segmentation model. Unlike the original 
generator that used convolutions to transform its 3 channel 
input image, Fig. 2. We used convolutions to convert the 
original images into 12-channel and 16-channel data within the 
generator, along with DWT and IDWT. We then employed 
convolutions iteratively, replacing max pooling and 
upsampling with DWT and IDWT, respectively. By adopting 
DWT, we could retrieve multiscale edge characteristics while 
reducing the data by a fourth and multiplying the number of 
channels by four. We adjusted the convolution stride to reduce 

the data size, unlike the original method with max pooling, 
which discards partial original data and loses minor edge 
features. We also substituted DWT for the sampling operations 
max pooling to enhance the segmentation capabilities of our 
discriminator. Fig. 5 illustrates the general structure of our 
generator using the wavelet transform. 

 

Fig. 5. Generator with wavelet transforms structure. 

In our study, we employed two approaches. Firstly, we 
compared the effectiveness and advanced nature of two 
models: GAN and GAN with DWT. This evaluation aimed to 
assess the performance and capabilities of the proposed 
approach. Secondly, we introduced noise to the testing data and 
compared the performance of the two models to address 
stability limitations. This comparison was conducted to analyze 
the models’ ability to handle and mitigate the effects of noise. 

A. Evaluation Metrics 

In our work, we used three metrics below to assess the 
effectiveness of our approach. 

1) Accuracy [34]: is the ratio of correct predictions to the 

total number of predictions made by the classifier and can be 

found using Eq. (4). 

Accuracy =
TP+TN

TP+TN+FP+FN
  (4) 

Where: 

 TP (True positive): The model predicts an already 
present object. 

 FP (False positive): The model predicts an object that is 
not actually present. 

 FN (False negative): The model is unable to predict an 
already present object. 

 TN (True Negative): The model correctly predicts the 
negative class. 

2) IoU (Intersection over union) [35]: The intersection 

over union also known as Jaccard is the area of overlap 

between the predicted mask and the original mask divided by 

the area of union between the two sets and can be found using 

Eq. (5). 
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IoU =
TP

TP+FP+FN
=

𝐴𝑟𝑒𝑎𝑜𝑓𝑂𝑣𝑒𝑟𝑙𝑎𝑝

𝐴𝑟𝑒𝑎𝑜𝑓𝑈𝑛𝑖𝑜𝑛
  (5) 

3) DSC (Dice Score Coefficient) [34]: The Dice Score 

Coefficient or what is said as the F1-Score is the arithmetic 

mean of precision and recall and can be used to better assess 

the segmentation effect and can be found using Eq. (6). 

            DSC =
2×P×R

P+R
   (6) 

Where: 

P is the proportion of samples among the correctly 
categorized samples that are classed as positive samples. 

   𝑃 =
TP

𝑇𝑃+𝐹𝑃
   (7) 

R is a measure of how many correctly identified positive 
samples there are compared to all positive samples. 

𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (8) 

Simply put, the Dice Coefficient is 2 ∗ the Area of Overlap 
between the predicted mask and the original mask divided by 
the total number of pixels in both images. 

DSC =
2×AreaofOverlap

Totalnumberofpixels
  (9) 

B. Datasets 

For our experiments, we used two datasets for training and 
testing: 

 The first is the Shenzhen Hospital (SH) dataset [36], 

which consists of 662 images, 336 of which are from 
abnormal individuals displaying various tuberculosis signs, and 
326 from healthy individuals. Hospitals in Shenzhen, 
Guangdong province, China, collected the JPEG formatted X-
ray images used in this data set. These segmentation masks for 
the Shenzhen Hospital X-ray Set were manually created by in 
structors and students from the National Technological 
University of Ukraine’s Computer Engineering Department of 
the Faculty of Informatics and Computer Engineering. 

 The second, COVID-19 Chest X-ray images and  

Lung masks Database [37]. It contains chest X-ray images 
for COVID-19 positive cases along with Normal and Viral 
Pneumonia images in cooperation with medical professionals, 
created by a group of researchers from Qatar University, Doha, 
Qatar, and the University of Dhaka, Bangladesh, as well as 
collaborators from Pakistan and Malaysia. The collection 
includes 2905 chest X-ray (CXR) images with the 
segmentation mask, 219 of which are from abnormal patients 
showing COVID-19 positive, 1341 normal, and 1345 images 
with viral pneumonia. 

We scale the images in the training and test sets to 512*512 
for training and testing. We use 20% for testing, 10% for 
validation, and 70% for training. A train-test split was used to 
divide the data as shown in Table I. 

TABLE I. DATASETS 

Datasets 

Total 

image
s 

Forma

t 

Original 

Dimension 

Trainin

g 

Testin

g 

Validati

-on 

SH 662 JPEG 
(512,512,3

) 
70% 20% 10% 

COVID
-19 

2905 PNG 
(512,512,3
) 

C. Experimental Setup and Training Parameters 

After data enhancement, we trained two GAN models 
(Traditional GAN and GAN with DWT) for 200 epochs. 
Experiments were conducted on a server equipped with a GPU 
P100. The two models we provided for our dataset were trained 
on 200 epochs with a batch size of 3, and one model’s training 
might take up to 6 hours. The implementation of our work is 
based on the Keras and Tensorflow libraries. We used the 
Adam algorithm to optimise the network with a learning rate of 
0.0003 and a decay rate of 0.5. 

V. RESULTS AND DISCUSSION 

A. Training Results 

We used the two architectures on both the SH dataset and 
the COVID-19 dataset, and we compared them to evaluate the 
effectiveness and advanced nature of the proposed approach. 
The following Fig. 6 and Fig. 7 present the results of the 
training and validate the Dice score coefficient of our models. 

 

Fig. 6. Training results in the SH dataset. 

 

Fig. 7. Training results in the COVID-19 dataset. 

It can be seen from the above results. It shows that our 
algorithm GAN with DWT has better robustness and stability 
and has given the best performance for the training in two 
datasets. So, it can be said through our comparison between the 
two training models in these datasets, a GAN based on Wavelet 
coefficients can help improve the performance for the training 
of image segmentation. 
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B. Stability Results 

To see if GAN with DWT prevents the stability limit of a 
GAN Traditional. We have added multiple ε levels of noise 
density to the original images in the testing phase. The Table II 
flow shows the results of testing the dice score coefficient of 
our models in two datasets at every ε level of noise. To add ε 
noise into the testing data, we utilized the Gaussian noise 
method. This approach entailed introducing random values 
sampled from a Gaussian distribution and adding them to the 
original data. By employing the Gaussian noise method, we 
were able to simulate realworld noise sources and introduce 
random variations characterized by a normal distribution. To 
apply Gaussian noise to an image, we use the following 
equation: 

𝐧𝐨𝐢𝐬𝐲𝐢𝐦𝐚𝐠𝐞 = 𝐨𝐫𝐢𝐠𝐢𝐧𝐚𝐥𝐢𝐦𝐚𝐠𝐞 + 𝛆 × 𝐍(𝟎, 𝐬𝐢𝐠𝐦𝐚𝟐 ) (10) 

 noisyimage:represents the resulting image after adding 

Gaussian noise. 

 originalimage : is the original input image. 

 ε : is a scaling factor that controls the intensity of the 
noise. 

 N(0, sigma2): represents a random variable drawn from 
a Gaussian distribution with. 

TABLE II. STABILITY ON TESTING PHASE 

SH Dataset COVID-19 dataset 

𝜀 GAN DWT GAN Traditional GAN DWT 
GAN 

Traditional 

0 0.9685 0.9384 0.9906 0.9744 

0.10 0.9685 0.0071 0.9904 0.0012 

0.20 0.9635 0.0068 0.9904 0.0012 

0.30 0.9636 0.0067 0.9900 0.0011 

We used the two architectures on both the SH dataset and 
the COVID-19 dataset, and we compared them to evaluate the 
effectiveness and advanced nature of the proposed approach. 
The following Fig. 8 present the results of Stability on testing 
phase our models. 

 

Fig. 8. Stability on testing phase. 

According to the results, when adding ε=0.10, 0.20, and 
0.30 levels of noise density to the original images in the testing 
phase. The performance in the dice score coefficient of 
algorithm GAN with DWT remained stable compared to GAN 
Traditional. So, it can be said through our comparison between 
the two models in these datasets, a GAN based on Wavelet 

coefficients can help to prevent stability limitation in image 
segmentation of the GAN Traditional. The prediction 
segmentation results of the two models for datasets SH and 
COVID-19 for ε levels of noise density added are shown in the 
Fig. 9 to 16 are as follows: 

 

Fig. 9. Results of SH dataset with 0 noise added: (A) GAN with DWT; (B) 

GAN traditional. 

 

Fig. 10. Results of SH dataset with 0.10 noise added: (A) GAN with DWT; 

(B) GAN traditional. 

 

Fig. 11. Results of SH dataset of 0.20 noise added : (A) GAN with DWT; (B) 

GAN traditional.

 

Fig. 12. Results of SH dataset of 0.30 noise added: (A) GAN with DWT; (B) 
GAN traditional. 
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Fig. 13. Results of COVID-19 dataset with 0 noise added: (A) GAN with 

DWT; (B) GAN traditional. 

 

Fig. 14. Results of COVID-19 dataset of 0.10 noise added. (A) GAN with 

DWT; (B) GAN traditional. 

 

Fig. 15. Results of COVID-19 dataset with 0.20 noise added: (A) GAN with 

DWT; (B) GAN traditional. 

 

Fig. 16. Results of COVID-19 dataset with 0.30 noise added: (A) GAN with 

DWT; (B) GAN traditional. 

VI. CONCLUSION 

This paper present an innovative segmentation approach 
that leverages the power of GAN combined with wavelet 
transforms. The objective was to tackle stability issues 
commonly encountered in the image segmentation process 
when using GAN Traditional. By incorporating wavelet 
transforms into the approach, we aimed to enhance the 
robustness and reliability of the segmentation results. The 
wavelet transforms played a crucial role in effectively 
capturing multi-scale features and spatial details within the 
images, enabling more accurate segmentation outcomes. 
Additionally, we recognized that image segmentation with 
traditional GAN can introduce instability, resulting in artifacts 
and inaccurate boundaries. To overcome this challenge, our 
proposed approach offered an alternative approach to pooling 
that mitigated stability issues, thereby improving the overall 
quality and consistency of the segmentation results. Our 
approach results demonstrate the effectiveness of our approach 
to achieve high segmentation performance compared to 
existing methods. The integration of GANs, wavelet 
transforms, and the alternative pooling technique showcased 
the potential for significant advancements in image 
segmentation accuracy and stability. The proposed approach 
not only provided a robust solution to stability challenges but 
also opened up new avenues for exploring the synergistic 
benefits of combining GANs, wavelet transforms, and 
alternative pooling strategies in the image segmentation field. 
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