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Abstract—Recommender Systems (RS) play a key role in
offering suggestions and predicting items for users on e-commerce
and social media platforms. Sequential recommendation systems
(SRS) leverage the user’s previous interaction history to forecast
the next user-item interaction. Although deep learning methods
like CNNs and RNNs have enhanced recommendation quality,
current models still face challenges in accurately predicting
future items based on a user’s past behavior. Transformer-based
SRS have shown a significant performance boost in generating
accurate recommendations by using only item identifiers which
are not sufficient to generate meaningful and relevant results.
These models can be improved by incorporating descriptive
features of the items, such as textual descriptions. This paper
proposes a transformer-based SRS, ConSRec, Contextual Sequen-
tial Recommendations, that incorporates auxiliary information of
the items, such as textual features, along with item identifiers
to model user behavior sequences for producing more accurate
recommendations. ConSRec builds upon the BERT4Rec model
by integrating auxiliary information through sentence represen-
tations derived from the textual features of items. Extensive ex-
periments conducted on several benchmark datasets demonstrate
substantial improvements compared to other advanced models.
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auxiliary information; sentence transformer; sentence embedding

I. INTRODUCTION

A Recommender system (RS) is designed to predict user
preferences based on user intent, which can vary over time
[2], [1], [3], [4]. To better capture users’ dynamic preferences,
several sequential recommendation (SR) techniques have been
recently introduced. These methods utilize a user’s past inter-
action history to predict the next item they are likely to engage
with [7], [6], [5], [8], [9].

Earlier SR models relied on Markov Chain models to
capture user preferences and predict the next item in the
sequence [10], [6]. With the rise of deep learning, many SR
models have transitioned to using neural network architectures
like RNNs [12], [11] and CNNs [13]. Later, attention-based
Transformer models [14], [32] were introduced to address
SR problems, such as SASRec [8] employs a uni-directional
attention mechanism, which limits its ability to capture com-
prehensive user preferences. BERT4Rec [9] addresses this
by adopting a bi-directional transformer architecture to learn
contextual relationships from both directions. However, both
models rely primarily on item identifiers and fail to incor-
porate auxiliary contextual data, such as textual descriptions
or reviews, which are critical for improving recommendation
accuracy, especially under sparse data conditions.

KeBERT4Rec [15] incorporated keywords along with item
identifiers in BERT4Rec model by concatenating the keyword

representation with items by using one-hot encoding to gener-
ate the keyword vector, which did not capture the contextual
meaning of keywords. Although, these SR models show signif-
icant performance gain, however, they do not exploit contextual
features to generate meaningful representations.

Incorporating such contextual auxiliary information into
SR models not only improves recommendations, particu-
larly under sparse situations but also has significant practical
implications in real-world applications. For instance, in e-
commerce, enriching recommendations with textual features
like product descriptions can enhance personalized shopping
experiences, leading to increased user satisfaction and higher
sales conversion rates. Similarly, in media streaming services,
leveraging textual metadata such as genre descriptions or
user reviews can better align recommendations with user
preferences, enhancing user engagement. To achieve this, we
propose a model called ConSRec, Contextual Sequential Rec-
ommendations, a modification of the BERT4Rec model, which
includes contextual descriptions. The proposed model, Con-
SRec, leverages a transformer-based architecture to incorporate
contextual auxiliary information, such as textual descriptions
and user reviews, into sequential recommendation tasks. This
design makes it highly effective in addressing key challenges
like sparse user-item interactions and the inability of existing
models to utilize rich contextual data. By integrating multi-
head self-attention mechanisms, ConSRec ensures the effective
fusion of sequential and contextual data, providing a robust
solution to improve recommendation accuracy. The major
objectives of the paper can be outlined as below:

• Introduce a model that incorporates the user sequences
with contextual item descriptions using Masked Lan-
guage Model (Close Objective Task) and bidirectional
transformers.

• Generate meaningful representations using contextual
description of the items using Sentence-BERT.

• Evaluation and performance comparison of the model
against existing leading models.

The article is structured as follows: Section II provides
a review of the relevant literature, while Section III offers
a detailed explanation of the proposed model. Section IV
covers the experimental evaluation of the work, and Section V
concludes the paper.

II. LITERATURE REVIEW

Sequential recommendation system is a type of RS that
exploits the user interaction sequences to infer the successive
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item [17]. The aim of SR is to recommend future product
by considering historical behavior of users. This historical
behavior is also known as next item prediction. Earlier, the
SRS were introduced using Markov Chains (MC) models for
capturing sequential patterns from the user historical prefer-
ences [18], [10], [19]. The next item preferred by the users
are predicted depending upon the last item, thus interpreting
only the adjoining sequential behavior.

Recurrent Neural Network (RNN) based models exploiting
Gated Recurrent Unit (GRU) [20], [12] and Long Short-Term
Memory (LSTM) [39] have showed substantial performance
gain for SR [25], [21], [22], [11], [12], [24], [23]. RNNs en-
force rigid sequential patterns for encoding user preferences for
making predictions. Besides RNN, a number of Convolutional
Neural Network (CNN) [26], [27] based RS have also been
introduced that also target problems related to the sequential
recommendation. For example, Tang and Wang et al. [13]
exploit CNN for capturing local sequential features using more
recent behaviors.

Recently, Transformer models based on the attention mech-
anism [14] have achieved outstanding results in various deep
learning tasks, including text classification [28], image cap-
tioning [29], and machine translation [30]. Initially developed
for natural language processing, Transformers have also trans-
formed the field of sequential recommendation (SR) [17] by
leveraging the encoder component to process sequential data.
This converts the sequence of items, representing the user’s
interaction history, into a sequence of vector representations
[14]. The input sequence of items is first embedded and then
concatenated with positional embeddings capturing the item’s
position in the sequence.

TABLE I. COMPARISON OF SR MODELS

Model Pros Cons
GRU4Rec GRU model of RNN with

ranking-based loss function.
Aimed for session-based rec-
ommendation systems using
RNN.

SASRec First unidirectional self-
attention sequential model
based on Transformers for
next-item recommendation.

Uses only left-to-right atten-
tion, limiting its ability to
learn hidden representations
bidirectionally.

BERT4Rec Bidirectional model employ-
ing Transformer architecture
with multi-head self-attention
to analyze user behavior se-
quences.

Lacks incorporation of addi-
tional information to produce
meaningful predictions.

KeBERT4Rec Extension of BERT4Rec
leveraging keywords
alongside item identifiers
for next-item prediction.

Keyword representations are
not derived using contextual
embedding techniques.

FDSA Segregated attention blocks
exploit items and their fea-
tures to predict the next item.

Heterogeneous item charac-
teristics make it challenging
to determine user preferences
accurately.

S3Rec Self-supervised model utiliz-
ing attribute data to learn cor-
relations among items.

Does not use descriptive infor-
mation for generating mean-
ingful representations.

Most of recent sequential models shown in Table I fol-
lows the transformer architecture comprising of encoder block
[31], [8], [9], [15] and using the item identifiers for next item
recommendation. A feature level deeper self attentive model
[16] introduced by T. Zhang et al exploits segregated attention
blocks for items and their associated features to predict next
item. In [33] proposed S3Rec, a self supervised SR model that

utilized the attribute data of item to learn the correlation among
them. KeBERT4Rec [15] leverages the keyword by integrating
them with item identifier for the prediction of next item in
sequence.

Existing sequential recommendation models, such as SAS-
Rec and BERT4Rec, rely primarily on item identifiers and
focus on implicit feedback for next-item prediction. SAS-
Rec’s uni-directional attention mechanism limits its ability to
fully capture sequential dependencies, while BERT4Rec’s bi-
directional architecture, although more robust, still neglects
auxiliary information like textual descriptions and user re-
views. These omissions reduce the models’ effectiveness in
scenarios with sparse data or ambiguous user-item interactions,
which necessitate richer contextual representation. To address
this we proposed ConSRec, a model that combines auxiliary
information and item identifiers to create embeddings using
the Sentence BERT [34] embedding technique. This enhances
item recommendation and prediction accuracy by capturing
contextualized representations.

III. METHODOLOGY

The suggested framework “ConSRec - Contextual Se-
quential Recommendation System” is depicted in Fig. 1.
The proposed paradigm is developed based upon Transformer
architecture that adapted the deep bidirectional BERT model
for SR prediction task (Fig. 2).

Fig. 1. Proposed methodology outline diagram.

A. System Overview

Before passing the sequence of items to the model pro-
posed, the auxiliary features of these items are taken as input
to the Sentence-BERT. This auxiliary information is the textual
description of the items in the form of sentences that are pro-
cessed to extract the contextual dense feature representation.
These dense embedding are extracted prior to training phase
to reduce the model training time.

Subsequently, during the training process, the auxiliary
information’s embeddings of items within a sequence are
extracted and then passed to the embedding layer. These
embeddings are subsequently combined with the item’s em-
bedding and positional embedding to capture the sequential
behavior of the items. Only the encoder part of Transformer is
used to compute the hidden representation using self attention
mechanism for each item.

This resultant concatenated item’s representations of se-
quence are then processed through stack of Transformer layer
from [14] where hidden features for each item are calculated
simultaneously at each layer. These layers share information
bidirectionally across each position in hierarchical manner.
After processing through all layers, a final learned hidden
representation is projected at output layer that contemplated
the future item recommendation for a user.
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Several experiments were carried out on three bench-
mark datasets—MovieLens-1M, MovieLens-20M, and Ama-
zon Beauty—to validate the effectiveness of the proposed
model. The model’s architecture includes an embedding layer,
a transformer layer, and an output layer.

B. Mathematical Formulation of Proposed Model

Let set of users be shown mathematically as U = {u1, u2,
u3, ......, u|U|} M = {m1, m2, m3, ......, m|M|} be the set of
items. For each item, there is some item description (auxiliary
information) that is in textual form denoted as T D = {des1,
des2, des3, ......, des|M|}. The items interacted in the sequence
S in historical order for a user u is denoted as S = {m1, m2,
m3, ......, mn} where mn is a particular item from M, the
user has acted upon previously. Given the sequence history S,
the objective of the SRS is to anticipate the future item mn+1,
the model will predict as:

P(mn+1 = m|S)

C. Embedding Layer

The recommendation model in [9] makes use of the po-
sitional embedding along with the item identifier embedding
to maintain the sequence of the items, thus memorizing the
sequential order of the input. However, the pair alone does
not describe the contextual representation of the input. It
also does not recommend contextually especially under sparse
conditions. To overcome this limitation, ConSRec incorporates
additional auxiliary information based on contextualized de-
scription of items. The model utilizes the Sentence-BERT [34]
for capturing contextual representation of the item descriptions.
The architecture of Sentence-BERT for extracting sentence
embedding is depicted in Fig. 3.

Sentence-BERT first utilizes BERT to generate word/ token
embedding. Input in the form of sentences or text of various
length is injected to the selected SBERT model, that generates
contextualized word embedding for all input tokens in the
sentence. Secondly, these word embedding are passed through
a pooling layer to generate a fixed-sized vector representation.
Among various pooling options available, the model utilizes
the mean pooling in which mean of all contextualized token
embedding is calculated to produce a fixed dimensional output
embedding vector. Given the item descriptions of various
length of all items, {T D} as input, the model produces 384
dimensional dense vector representation {EmbT D} as in Eq.
1. These 384 dimensional embeddings are then used along
with the item identifier and position embedding to produce
information rich vector representations as shown in Eq. 2.

SBERT ({T D}) = {EmbT D} (1)

In the proposed model, d dimensional embedding layer is
constructed by summing up the item identifier embedding, the
position embedding and the additional auxiliary information
(item description) extracted from {EmbT D}. Thus, for a given
item mi, the input embedding matrix EM is formulated
by adding the corresponding item embedding Em, position
embedding Epos and textual description embedding Edes as:

EMm = Em + Epos + Edes (2)

D. Transformer Layer

The summed embedding EM becomes the input to the
transformer layer that iteratively calculates the hidden repre-
sentations of each item at each layer.

The structure of transformer layer or simply the encoder
layer is build using the “multi-head attention”. The layer piles
up multiple encoder blocks [14] each consisting of “Multi-
Head Self Attention” sub-layer and a “Position-wise Feed
Forward Network”. Given that E⊬ = [EM⊬

⊬, EM
⊬
⊮, ....EM

⊬
≈]

depict the dense vector embedding of the user sequence to the
transformer, multi head self attention layer, MHSA is defined
as:

MHSA(E l) = [h1;h2; ....hh]W
0 (3)

hi = Attn(E lWQ
i , E lWK

i , E lWV
i ) (4)

where WQ
i , WK

i and WV
i ∈ Rdxd/h are the three learnable

projection weight matrices and W 0
i ∈ Rdxd. E lWQ

i , E lWK
i ,

E lWV
i are the three linear transformation of input vector repre-

sentation E ′ for Query, Key and Value (Q,K,V) vectors. Here,
the attention function is scaled dot product [14] computed as:

Attn(Q,K, V ) = σ

(
QKT√
d/h

)
V (5)

where the Query, Key and Value matrices are denoted by Q,
K, V respectively and σ is the softmax function. Let MHSA at
the lth layer be Si. Since, the MHSA block is based on linear
projections, thus, the non-linearity to the MHSA is empowered
by applying position-wise feed-forward network layer, PFN on
all MHSA(Si) separately.

PFN = [FNL(Sl
1)

T , FNL(Sl
2)

T ......FNL(Sl
n)

T ] (6)

FN(Si) = GELU
(
SiW

(1) + b(1)
)
W (2) + b(2) (7)

A smoother GELU activation function is used inline with
BERT [5] and OpenAI GPT [40]. W (1), b(1),W (2), and b(2)

are hyper-parameters communicated at all layers. Complexity
of the model is reduced using residual connection at each
sub layer. Dropout is applied followed by layer Normaliza-
tion, LNorm. Thus, the sub-layer output at each level is
LNorm(x + Dropout(sublayer(x))). Input at each layer is
denoted by x in the LNorm and represented as:

E l = Trm
(
E l−1

)
, ∀i ∈ [1, 2, ...L] (8)

whiteA = Dropout
(
PFN(Sl−1

i )
)

(9)

Trm(E l−1) = LNorm
(
Sl−1
i +A

)
(10)
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Fig. 2. Model architecture of contextual sequential RS.

Fig. 3. Design architecture of sentence-BERT.

whiteB = Dropout
(
MHSA(E l−1)

)
(11)

Sl−1
i = LNorm

(
E l−1 +B

)
(12)

E. Output Layer

After passing through L layers and shared representations
bidirectionally over each position in hierarchical manner, a
final learned hidden representation EL is projected at output
layer for all input item sequences. Considering the last item mn

in the sequence is masked, mn is anticipated using embedding
sequence EL that is depicted in Fig. 2. The last layer applies
linear transformation twice followed by softmax function to
predict the masked item.

whiteG = GELU
(
EL
t W

P + bP
)

(13)

P (m) = softamx
(
G(EMT ) + bO

)
(14)

where bP and bO are the bias at projection layer and WP

is the projection matrix. EMT is the item embedding matrix
comprising of item identifier, positional and auxiliary infor-
mation embedding. Here, shared item embedding is applied to
minimize model size and relieve over-fitting.

IV. EXPERIMENTAL CONFIGURATIONS AND RESULTS
ANALYSIS

The datasets used to evaluate the proposed model and their
preparation followed by experiment setup, evaluation metrics
and performance comparison are presented in this section.
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Most of the State-of-the-art SRS are trained on benchmark
datasets that includes MovieLens, Amazon – Beauty. To effec-
tively compare the improvements in the proposed model, these
models are chosen. Moreover, auxiliary information of these
datasets are also available and can easily be incorporated in
these datasets. The auxiliary information, movie plot summary,
of MovieLens dataset has been obtained through IMDbPy and
for the Beauty Dataset, the description is chosen as a auxiliary
information which is extracted from the meta file associated
with the beauty dataset. Any item lacking auxiliary information
has been ignored.

A. Dataset Pre-processing

Performance of proposed model is demonstrated through
experiments carried out on three benchmark datasets including
movielens-1m , movieLens-20m (ml-1m1 and ml-20m2) and
Amazon-Beauty3 as described below:

1) MovieLens: A well-known dataset most commonly used
for evaluating the performance of SRS. MovieLens ratings
dataset contains the user id, item id (IDs of the movies from
“movies” table), ratings and timestamp for movie ratings from
each user. The auxiliary information (movie plot summary) for
MovieLens is extracted through IMDbPY4 using the ImdbId
unique identifier, thus, making it information rich dataset.

2) Amazon - Beauty: It is a set of dataset comprising of re-
views of a number of products extracted from “Amazon.com”.
The data is split into multiple datasets based upon product
categories on Amazon. In our experiments, “Beauty” category
is chosen that has a “rating” and a “meta” file. To incorporate
the auxiliary information in the “rating” dataset, “description”
of each product is extracted from the “meta” dataset.

The following Table II summarizes the dataset statistics.

TABLE II. DATASETS STATISTICS

Dataset #users #items #interactions Sparsity
ML-1m 6,040 3,706 1.0m 95.16%
ML-20m 138,493 26,744 20.0m 95.53%
Beauty 22,363 12,101 0.2m 99.93%

B. Evaluation Metrics

To measure the overall SR behavior, widely used leave-
one-out strategy [8], [9], [15] is employed. The last item in
each user’s sequence is used for testing for every user, the
second-to-last item is used for validation, and the remaining
interaction items are utilized for training. For fair assessment,
commonly used sampling practice [8], [9], [15] i.e. the ground
truth object is coupled item with 100 negative items in test set
based on how popular they are.

For evaluating all methods, “Normalized Discounted Cu-
mulative Gain” (NDCG), “Hit Ratio” (HR) and “mean re-
ciprocal rank” (MRR) are calculated. Higher values of these
metrics depicts how better the recommendation performance
is. Hit Ratio (HR) is used for measuring the ranking accuracy

1https://grouplens.org/datasets/movielens-1m/
21https://grouplens.org/datasets/movielens-20m/
33http:/jmcauley.ucsd.edu/data/amazon/
4https://imdbpy.github.io/

by comparing the test item set (T) with the ranked list.
Mathematically it is expressed as:

HR@K =
NumberofHits@K

|T |
(15)

HR@K calculates the number of hits in a K-sized list. A
hit occurs if the item tested is available in ranked list. Whereas
the relative position of that item is assessed using NDCG in
the ranked list. It assigns higher scores if the item is present
at top position in the list. Mathematically it is evaluated by
following formula:

NDCG@K = NK

K∑
j=1

2zj − 1

log2(j + 1)
(16)

where NK is the normalizer and zj being the item’s graded
relevance at position j. We compute both the metrics of every
test user items and then take their mean.

C. Baselines

For performance comparisons, we consider the following
methods.

1) BPR-MF: [35] This model is the first one that uses
the Bayesian personalized ranking loss for the optimization
of matrix factorization (MF).

2) NCF: [36] This model utilizes MLP for capturing the
item sequence interacted by user instead of using inner product
in MF.

3) FPMC: [6] Combines MF with first-order MC to cap-
ture the long-term preferences of the user.

4) GRU4Rec: [12] It models the user click sequences using
RNN-GRU for session based recommendation.

5) SASRec: [8] It is a unidirectional (left-to-right) self
attentive model for next item prediction.

6) BERT4Rec: [9] This top of the line model uses bidi-
rectional self attentive blocks and Cloze [37] masking for the
recommendation task.

7) KeBERT4Rec: [15] This model extends BERT4Rec [9]
by integrating keywords as additional input layer.

D. Implementation Details

The proposed model is trained on machine having 16 GB
RAM and NVIDIA GTX 3080Ti (11GB). The training of
proposed model is done using Adam Optimizer [38] with initial
learning rate lr) of 0.001 and weight decay of 0.01. The hidden
dimension is set to 128, dropout to 0.1 and 200 value used
for maximum sequence length for MovieLens datasets and 50
value for Amazon Beauty. The masking probability of 0.15 is
set for ML-20m and ML-1m. A 256 of batch size is used to
train the proposed model.

The code provided by the corresponding authors of the re-
spective baselines models were executed on the same machine.
The optimized settings for hyperparameter values are used for
all baseline models. The hidden dimensionality is tested from
{64,128,256}, dropout from {0.1-0.9}, l2 regularizer from {0-
0.0001}.
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E. Comprehensive Performance Analysis

Tables III, IV and V presents the optimized outcomes
of each baseline models on benchmark datasets. The highest
scores in each table are shown in bold, while the 2nd place
scores are underlined. The last row in each table displays
how the proposed model performs in comparison to the best
baseline model. The advantage of FPMC over BPR-MC is
that it sequentially models users’ previous records. From this
observation, the importance of taking sequential pattern in
consideration for recommendation systems can be ascertained.

Comparing the sequential baseline models, SASRec model
outperforms GRU4Rec and FPMC on all benchmark datasets.
This observation demonstrate that use of transformer based
self attention models are more accurate than using traditional
mechanisms. However, SASRec performance fall behind as
compare to BERT4Rec which depicts that bidirectional model
like BERT4Rec is more powerful as compared to unidirectional
model like SASRec. BERT4Rec is a SR model that relies
only on the item identifiers for the purpose of generating
representation/ embedding. This model ignores the auxiliary
information that is already provided with the datasets. How-
ever, KeBERT4Rec, a variant of BERT4Rec, has modified the
representation by adding keywords describing the items e.g.
Genre of movie.

TABLE III. COMPREHENSIVE PERFORMANCE ANALYSIS OF PROPOSED
MODEL WITH REFERENCED MODELS FOR NEXT ITEM

RECOMMENDATIONS ON ML-1M DATASET

ML-1m
Metric HR@5 HR@10 NDCG@5 NDCG@10
BPR-MF 0.2866 0.4301 0.1903 0.2365

NCF 0.1932 0.3477 0.1146 0.1640

FPMC 0.4297 0.5946 0.2885 0.3439

GRU4Rec 0.4673 0.6207 0.3196 0.3627

SASRec 0.5434 0.6629 0.3980 0.4368

BERT4-Rec 0.5876 0.6970 0.4454 0.4818

KeBERT4-Rec 0.5873 0.7651 0.5134 0.5488

ConSRec 0.6690 0.7761 0.5287 0.5633
Improvement 13.91% 1.44% 2.98% 2.64%

TABLE IV. COMPREHENSIVE PERFORMANCE ANALYSIS OF PROPOSED
MODEL WITH REFERENCED MODELS FOR NEXT ITEM

RECOMMENDATIONS ON ML-20M DATASET

ML-20M
Metric HR@5 HR@10 NDCG@5 NDCG@10
BPR-MF 0.2128 0.3538 0.1332 0.1786

NCF 0.1358 0.2922 0.0771 0.1271

FPMC 0.3601 0.5201 0.2239 0.2895

GRU4Rec 0.4657 0.5844 0.3091 0.3637

SASRec 0.5727 0.7136 0.4208 0.4665

BERT4-Rec 0.6325 0.7473 0.4967 0.5340

KeBERT4-Rec 0.8770 0.9450 0.7250 0.7470

ConSRec 0.9863 0.9981 0.7687 0.8237
Improvement 12.46% 5.62% 6.03% 10.27%

TABLE V. COMPREHENSIVE PERFORMANCE ANALYSIS OF PROPOSED
MODEL WITH REFERENCED MODELS FOR NEXT ITEM

RECOMMENDATIONS ON BEAUTY DATASET

Beauty
Metric HR@5 HR@10 NDCG@5 NDCG@10
BPR-MF 0.1209 0.1992 0.0814 0.1064

NCF 0.1305 0.2142 0.855 0.1124

FPMC 0.1387 0.2401 0.0902 0.1211

GRU4Rec 0.1315 0.2343 0.0812 0.1074

SASRec 0.1934 0.2653 0.1436 0.1633

BERT4-Rec 0.2207 0.3025 0.1599 0.1862

KeBERT4-Rec 0.3751 0.4753 0.2841 0.3164

ConSRec 0.3884 0.5321 0.3261 0.3394
Improvement 3.55% 11.95% 14.78% 7.27%

TABLE VI. ANALYSIS ON THE INCORPORATION OF AUXILIARY
INFORMATION

Model Metrics BERT4Rec ConSRec* ConSRec

Beauty
HR@10 0.3025 0.3321 0.4631
NDCG@10 0.1862 0.1922 0.3120
MRR 0.1701 0.1653 0.2581

ML-1m
HR@10 0.6970 0.7023 0.7761
NDCG@10 0.4818 0.4953 0.5633
MRR 0.4254 0.4308 0.4484

TABLE VII. IMPACT OF USING CONTEXTUAL EMBEDDING TECHNIQUE

Dataset Metric One-Hot Encoding Word2Vec Doc2Vec SBERT

Ml-1m

HR@1 0.3502 0.3601 0.3643 0.3672
HR@5 0.6563 0.6589 0.6607 0.6690
HR@10 0.7651 0.7690 0.7740 0.7761
NDCG@5 0.5134 0.5198 0.5203 0.5287
NDCG@10 0.5488 0.5590 0.5619 0.5633
MRR 0.4322 0.4381 0.4443 0.4484

Beauty

HR@1 0.1897 0.1906 0.2012 0.2038
HR@5 0.3432 0.3671 0.3874 0.3884
HR@10 0.4983 0.5012 0.5296 0.5321
NDCG@5 0.3079 0.3160 0.3256 0.3261
NDCG@10 0.3187 0.3251 0.3361 0.3394
MRR 0.2263 0.2476 0.2509 0.2517

The addition of this keywords embedding in the model
makes KeBERT4Rec perform better than BERT4Rec. Thus,
suggesting that incorporating some kind of side information
along with item can improve the recommender’s performance.
It is evident from Table III that outcomes of all the sequential
models like GRU4Rec, BERT4Rec, SASRec etc outperformed
the non-sequential models like BPR-MC and NCF on dataset
ml-1m. Our model outperformed in all baseline metrics show-
ing the accuracy of model by incorporating the additional
auxiliary information.

Result depicted in Table IV also indicates the importance of
using Sentence-BERT to incorporates the contextual meaning
of addition auxiliary information alongwith the item identi-
fiers. Our model outperforms all baseline models. ConSRec
gains an improvement of 5.62% on HR@10 and 10.27% on
NDCG@10.

In accordance with the results, on the beauty dataset,
Table V shows that our proposed model, ConSRec clearly
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Fig. 4. Hidden dimensionality, d impact on NDCG@10 and HR@10 for
ml-1m.

Fig. 5. Hidden dimensionality, d impact on NDCG@10 and HR@10 for
ml-20m.

Fig. 6. Hidden dimensionality, d impact on NDCG@10 and HR@10 for
beauty.

outperforms all baseline methods. The proposed model gains
an average improvement of 11.95% on “HR@10” and 7.27%
on “NDCG@10” as compared to the best baselines.

F. Evaluating Effect of “Hidden Dimensionality”

The hidden dimensionality d has a great impact on the
performance of recommendation system that is studied in this
section. Fig. 4, 5 and 6 exhibits the values of HR@10 and
NDCG@10 on different baseline sequential model by varying
hidden dimensionality d ranges between 16,32,64,128,256.
The remaining of the hyperparameters are constant and kept
to their optimal values.

The performance of ml-20m on varying dimensionality has
very less impace on NDCG@10 and HR@10 as depicted in
Fig. 5. However, bigger value of hidden dimensionality doesn’t
always yield accurate results.

It is obvious from Fig. 6 that with the increase of di-
mensionality, the graph of each model converges. However,
improved model performance is not always achieved with
bigger value of hidden dimensionality, particularly on sparse
datasets, such as Beauty.

G. Impact of Integrating Auxiliary Information

As stated earlier, BERT4Rec only incorporated the embed-
dings of item identifiers along with its positional embedding
in the input layer. However, in the proposed model, these em-
beddings are further enhanced and improved by incorporating
additional contextual embedding layer of auxiliary information
which is in the form of sentences.
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The embeddings of this auxiliary information is extracted
through Sentence-Transformer model that generates contextu-
alized word embedding for all input tokens in the sentence.

To visualize this impact of using contextual information
along with item identifier, the proposed model is initially
trained by excluding the contextual information (ConSRec*).
The results are then compared with the ConSRec i.e. by
integrating side information. It is evident from the results
that auxiliary information can enhance the productivity of
SR system. Only the results on ml-1m and beauty dataset
with batch size 128 are reported above in Table VI due to
space limitations which clearly depicts that excluding the side
information from proposed model degrades the performance.

H. Ablation Study

Finally, to visualize the impact of incorporating auxil-
iary information, some ablation experiments were conducted.
Sentence-Transformer is used to train the proposed model
which is a pre-trained model for generating embedding of
item’s side information. To analyze the impact of using contex-
tual embedding instead of traditional techniques, the proposed
model is tested using one hot encoding techniques to generate
textual embedding.

As depicted in Table VII, By the use of Sentence Trans-
former to generate embeddings, the results of proposed model
on ml-1m and beauty datasets outperforms all other non-
contextual methods like word2vec, doc2vec, etc. This also
emphasize the use of meaningful and context embedding
generating technique for model training to produce relevant
results.

V. CONCLUSION

Self Attention and Transformer based recommendation sys-
tem have proven to be more precise and accurate as compared
to traditional RS. In this paper, a transformer based sequen-
tial RS have been proposed that enhances recommendation
accuracy by incorporating contextual auxiliary information of
items in a sequence. The paper also uses contextual auxiliary
information of items, such as descriptions or reviews, to
enhance the recommendations. A contextual based pre-trained
model sentence-transformer is used to generate meaningful
embedding of auxiliary information. The experiments on vari-
ous datasets show significant improvements over the state-of-
the-art models.

However, ConSRec reliance on textual features as well
as generalizability across highly diverse datasets beyond the
domain of e-commerce and media streaming services poised
limits to its capability. In future integration of additional
multimodal data sources to further improve its performance
and robustness.
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