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Abstract—Transportation systems are moving towards au-
tonomous and intelligent vehicles due to advancements in embed-
ded systems, control algorithms, and wireless communications.
By enabling connectivity among vehicles, a vehicular network
can be developed which offers safe and efficient driving appli-
cations. Security is a major challenge for vehicular networks as
application reliability depends on it. In this paper, we highlight
the security challenges faced by a vehicular network especially
related to jamming and data integrity attacks. Such attacks
cause major disruptions in the wireless connectivity of users with
the centralized servers. We propose a context-aware anomaly
detection technique for vehicular networks that considers factors
such as signal strength, mobility, and data pattern to find
abnormal behaviors and malicious users. We further discuss how
an intelligent learning system can be developed using efficient
anomaly detection. We implement a vehicular network scenario
with malicious users and provide simulation results to highlight
the performance gain of the proposed technique. We also highlight
several appropriate future opportunities related to the security
of vehicular network applications.
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I. INTRODUCTION

Intelligent Transportation Systems (ITS) are an important
component of smart cities. The goal of ITS is to introduce
intelligence, connectivity, and control capabilities in the vehi-
cles such that driving can be more safer and comfortable [1].
A vehicular network is an important part of ITS as it provides
wireless communication between different components of ITS
[2], [3], [4], [5], [6], [7], [8]. The major advantage of vehicular
networks is that it can continuously monitor the location of all
vehicles within the city and guide the vehicle to make intelli-
gent driving decisions [9], [10], [11]. This can be particularly
useful for managing city level traffic flow and accident free
driving on the roads [12], [13], [14], [15], [16], [17].

Security and privacy are important aspects of future wire-
less communications and vehicular networks [18], [19], [20],
[21], [22], [23], [24]. Without secure communications, many
vehicular network applications can be compromised and sen-
sitive data can be leaked. Thus, security is an important part
of reliable communications [25], [26], [27], [28].

Vehicular networks suffer from many attacks by intruders
and malicious nodes [29], [30], [31]. These attacks impact the
quality of wireless communications, the confidentiality of data
transmission, the integrity of messages shared between nodes,
and the availability of information among all the devices. By
ensuring all these requirements of secure communications,
applications’ reliability can be significantly improved [9].

Few cyber attacks that target vehicular applications include
data integrity attacks, eavesdropping, and jamming. In data
integrity attacks, malicious users send wrong information to the
server so that data used for making decisions can be polluted
[32], [33], [34]. Since most decisions made by the applications
rely on the quality of data and its accuracy, it is critical to
detect these types of attacks [35], [36], [37].

In eavesdropping attacks, the malicious user captures the
data sent between the vehicles and the server [38], [39],
[40]. This can be dangerous for applications where sensitive
information can be captured and used to impact the vehicle
safety [41], [42], [43]. In jamming attacks, malicious users
transmit signals to cause interference for other users in the
network. This reduces reliability of communications as signal
to noise ratio is reduced [44], [45], [46], [47], [48], [49].

To overcome these challenges in the security of vehicular
network applications, cryptographic schemes such as Elliptic
Curve Digital Signature (ECDSA) are commonly used. By
adding extra encryption information to the original message,
it is made secure and can only be decoded by users with
the correct key information. While ECDSA can make the
information and data transmission secure, it is still impacted by
cyber-attacks. Particularly, all messages are verified for correct
signature information at the receiver. As a result, a lot of time
is wasted verifying fake messages by malicious users. This
impacts the Quality of Service (QoS) of applications as a large
end-to-end delay is incurred.

The data generated by the malicious users can be consid-
ered an anomaly or abnormal behavior [50], [51], [52], [53],
[54]. The anomalies need to be efficiently detected in a secure
system and malicious user data should be recorded for future
attack prevention. The goal of anomaly-based security is to
complete the process of detection in a quick time and with
good accuracy [55], [56], [57], [58].

In this paper, we present a new framework for anomaly de-
tection and verification in vehicular network applications. The
key idea of the proposed framework is to develop a trust table
in the server for all associated vehicular nodes in the network.
The framework uses contextual information related to message
physical parameters, mobility of the user, and data patterns to
compute trust and detect anomalies. Moreover, the framework
also includes an anomaly verification procedure so that the
trust values in the trust table can be updated periodically on
the server. Simulation results in MATLAB provide a detailed
performance evaluation of the proposed technique compared to
the other recent techniques in the literature. Finally, we also
present several research challenges and future opportunities in
the area of vehicular network security.
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Table I below shows the anomaly detection techniques in
the literature.

II. LITERATURE REVIEW

Security and privacy in vehicular and IoT systems have
been explored in several papers in the literature. Similarly,
anomaly detection techniques have been part of many propos-
als. We discuss some of these techniques in this section.

The work in [59] proposes a novel anomaly detection
technique for IoT networks. The major problem addressed in
this paper is related to class imbalance i.e. when normal data
is much larger than the abnormal one or vice versa. The data
set considered in this paper is Network Security Laboratory-
Knowledge Discovery and Data Mining Tools Competition
(NSL-KDD). The technique used in this paper is reinforcement
learning in which actions are classification of input data into
normal and malicious categories. The states in the paper are
the data type. As the data in an IoT network can be of different
types. Hence, the state takes into account the data category. The
reward function in the paper is anomaly prediction accuracy.
The proposed work shows better accuracy, recall, and F1 score.

In [60], the authors focus on a network related to Industrial
IoT (IIoT). The goal is to detect cyber attacks and a federated
learning-based approach is used in this regard. The major
advantage of the federated learning approach is its privacy
preservation as data is only shared locally. In the proposed
work, universal anomaly detection is achieved with the help of
different local Anomaly Detection Centers (ADC). Moreover,
anomalous ADCs are also detected with the proposed tech-
nique. There is also an appeal procedure reserved for users that
are declared anomalous. The accuracy and throughput of the
proposed technique are shown to be better than other related
techniques.

The work in [61] deals with traffic flow monitoring appli-
cations for Software Defined Networks (SDN). The goal of
the technique is to choose traffic flow monitoring granularity.
There exists a tradeoff between accuracy and network load.
More accurate techniques may incur a large network load,
hence a balancing technique is needed. The proposed technique
uses Deep-Q learning to detect anomalies. The proposed
technique achieves quick and optimal policy evaluation. Par-
ticularly against the Denial of Service (DDoS) attacks, the
proposed technique performs efficiently. The accuracy and
detection time of the proposed technique has been shown to
perform better than other techniques in the literature.

In [56], the authors considered an Internet of Vehicles (IoV)
scenario where vehicles share information about the surround-
ing traffic. Parameters such as traffic density, vehicles in an
emergency, vehicle speeds, etc. are shared with infrastructure
Road Side Units (RSUs). Malicious users launch data integrity
attacks i.e., they change the information about traffic density
and send wrong information. As a result, the traffic density
estimation is corrupted and wrong decisions are made. To
overcome this problem, the authors propose an isolation forest-
based anomaly detection algorithm. The anomalies are verified
using probe messages that are sent to vehicles in the neighbor-
hood of malicious users. A communication mechanism is also
designed to share the verification information. Results in terms

of accuracy, recall, and F1 score of the proposed technique is
enhanced.

The social networks are considered as part of the work in
[62]. The main problem addressed is related to feature learning
and combining information from the neighborhood. Based on
feature gathering, Graph Neural Network (GNN) technique is
proposed that uses GNN based encoder for feature learning.
For efficient training, pattern mining algorithms are used by
the proposed technique. A novel loss function is also proposed
in the work. Metrics such as precision, recall, and F1 score are
shown to be improved as compared to other techniques.

The work in [63] deals with improving the security of the
Domain Name System (DNS). The key idea used is to make the
system topology aware and consider the structural properties
of the network. The technique used is the exponential random
graph model and the topology is converted into the graph
format. A time series analysis is also applied for anomaly
detection. The autoregressive moving average is used for the
time series analysis. The precision and recall of the system are
improved as compared with other techniques.

Fig. 1. Considered system model.

III. SYSTEM MODEL

In this paper, we consider a wireless transmission scenario
where several vehicular nodes are sharing their data with
a centralized server or Road Side Unit (RSU) as shown in
Fig. 1. This data can be traffic mobility information, tasks for
offloading, service query requests, etc. The server authenticates
each vehicular user using traditional cryptographic mecha-
nisms. Moreover, vehicular users also share their messages
using digital signature schemes.

Several malicious vehicle nodes are also present in the
vicinity of the normal vehicle nodes and servers. These users
can carry out several types of attacks such as jamming signal
transmissions, eavesdropping, data integrity attacks, etc. These
attacks can significantly disrupt the data security and reliability
of the wireless system.

The server receives messages from both normal vehicle
users and malicious vehicle users. These messages are placed
in a queue and a digital signature verification algorithm is
applied to messages one by one. The messages from malicious
users result in additional queuing delays at the server. Some
messages may be discovered to be malicious after the signature
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TABLE I. ANOMALY DETECTION TECHNIQUES IN THE LITERATURE

Network Main Idea Technique Used Results

IoT [59]

Anomaly Detection

Class imbalance problem

NSL-KDD data set

Reinforcement Learning

Action - Classify input data

State - Data type

Reward - Prediction accuracy

Accuracy

Recall

F1 score

IIoT [60]

Detect cyber attacks

Federated learning

Privacy preservation

Universal anomaly detection

Anomalous ADC detection

Appeal procedure for users

Accuracy

Throughput

SDN [61]

Traffic flow monitoring

Monitoring granularity

Accuracy vs network load

Deep Q leaning

Quick optimal policy evaluation

DDoS attack detection

Accuracy

Detection time

IoV [56]

Data Integrity attacks

Traffic density information

Information checking

Isolation Forest

Verify anomalies

Neighborhood verification

Accuracy

Recall

F1 score

Social networks [62]
Feature learning

Combine neighborhood information

Graph Neural Network (GNN)

GNN encoder for feature learning

Pattern mining algorithms for training

Novel loss function

Precision

Recall

F1 score

DNS [63]
Topology aware

Structural properties of network

Exponential Random Graph Model

Time series analysis

Auto regressive moving average

Precision

Recall

verification, but the time spent in their verification causes an
extra delay for the messages.

In addition, some malicious messages have the correct
digital signature but are launched to disrupt the wireless trans-
missions. These messages pass through the digital signature
verification stage but impact the system latency. Without an
efficient anomaly detection technique, these messages can not
be detected on the run. Even their malicious behavior is not
learned due to the absence of an anomaly detection mechanism
and can not be detected in the future.

IV. PROPOSED ANOMALY DETECTION FRAMEWORK

The proposed anomaly detection framework is shown in
Fig. 2. The server maintains an anomaly detection module in
its storage. The anomaly detection module consists of several
blocks which are explained in the following subsections. The
goal of the proposed framework is to shortlist and sideline
anomalies so that server does not waste time in signature
verification of malicious user messages.

Fig. 2. Proposed context-aware anomaly detection framework.
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A. Trust Table

Each server maintains a trust table that contains trust levels
computed for each vehicle in the network. The trust table is a
lookup table that contains two columns and several rows. The
columns include information about node ID and trust level.
The rows are equal to the number of vehicles in the network
of the server.

A new vehicle that is entered in the coverage range of
the server is registered in the trust table once it starts sharing
its data with the server. Based on the data received from the
vehicle nodes, the trust table is updated on regular basis i.e.,
the trust values are updated.

A timer value is used by the server to keep a check on the
current status of the vehicle nodes in the network. Vehicles that
do not send data for a long time are removed from the trust
table. The reason for this is that either the vehicles have moved
out of the coverage range of the server or the device has been
turned off. As a result, the trust look-up table is shortened by
the removal of such devices. This reduces the search time for
a device’s trust from the look-up table.

Trust table is evaluated based on fuzzy logic as shown in
Table II. We explain the features used for developing the trust
table in the next subsections.

TABLE II. TRUST EVALUATION BASED ON FUZZY LOGIC

Trust Feature
Trust Value Threshold

Low Medium High

Received Signal Fingerprint (Finc) ≥ 0.6 0.3-0.6 0-0.3

Mobility Information (T inc
r ) 0-100 ms 100 ms-500 ms 500 ms-1 s

Data Arrival Rate (DA) ≥ 20p/s 10-20 p/s 0-10 p/s

B. Trust Evaluation

Trust evaluation is the most critical block of the anomaly
detection module. Trust in our proposal is computed based on
several features considering the general behavior of malicious
vehicles. The proposal is context-aware in the sense that the
environment, data transmission, and mobility factors related to
vehicular network are considered while evaluating trust.

The trust evaluation in our proposal is based on both the
historic long-term data of the used features as well as the
current feature vector. An average value of the features used
in our proposal is maintained by the server. The advantage of
storing long-term data is to evaluate the trend of the features
and efficiently detect anomalies.

The following vehicle features are used for the trust eval-
uation in the proposed framework. The evaluation mechanism
of each feature and its rationale are presented below. It is to be
noted that these are physical features that are obtained using
the obtained signal. These features are selected before the
signature verification mechanism so that malicious messages
are not verified.

1) Received signal-based fingerprint: The received signal
can provide useful identification of devices in the network. In
this regard, Signal Interference and Noise Ratio (SINR) and
Angle of Arrival (AoA) retrieved from the signal can act as
a fingerprint for a device. The received power from a device
can be calculated as follows:

Pr = Gc
Pt

dγ
(1)

Here Pr is the received power, Gc is the channel gain, Pt is
the transmitted power, d is the distance between the transmitter
and the receiver, and γ is the path loss index. The value
of the path loss index can vary between 2 and 4 depending
on the scenario. The channel gain also varies depending on
the channel conditions. In many scenarios, multi-path fading
introduces varying channel gains depending on the amount of
reflection and refraction from different objects.

The SINR at the server can be computed from the following
equation:

SINR =
Pr

I +NO
(2)

where

I =

M∑
v=1

Pr,v (3)

From Eq. (2), SINR is evaluated from the ratio of received
power Pr and total noise in the system. There are two
components of total noise. One is the background noise NO

and the other is the total interference. If the server receives v
signals at the same time, the total interference can be computed
from Eq.( 3). This is the summation of all signals transmitted
from those v vehicles.

Using the received signal, a map between physical location
and user is developed. Any malicious user that is sending
wrong location information to launch jamming attacks may
be identified. The fingerprint can also be used to find areas
that are critical concerning security and have more density of
malicious users.

As shown in Table II, we map the received signal finger
print value to the trust value using three categories; low,
medium and high. The server tracks the fingerprint value of
each vehicle based on its current location as follows:

F =
SINR

d
(4)

The incremental change in fingerprint Finc is given as

Finc =
|Fnew − Fold|

Fold
(5)

If Finc is greater than 0.6, the corresponding trust value
can be mapped to a low value. Similarly, a medium trust value
means a Finc value between 0.3 and 0.6. Lastly, a high trust
value means a low Finc value of less than 0.3. The rationale
behind this approach is that malicious vehicles will be sending
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either wrong location information in its message or using high
transmit power from its correct location for the attack. This
factor is captures in the metric Finc.

2) Mobility information: Mobility is an important param-
eter that can provide useful information about the normal
behavior of nodes. Malicious users may periodically change
their position to transmit their information so that they are
off the radar. As a result, the percentage change in location
of nodes is determined and those devices whose position is
changing randomly in an abnormal manner is shortlisted for
anomaly evaluation.

Since mobility information can only be obtained once the
message is verified and decoded, it is not possible to get this
information at the physical level. To overcome this problem,
signal power is used as an estimate of the position of the
sender. In literature, some techniques can estimate the location
of the sender using received signal power [64]. The sender
location is estimated in the form of distance bins rather than
the exact longitude and latitude.

The distance bin of the initial location of the sender is noted
based on the last message sent to the server. The node ID of
the sender is noted down once the signature of the message
is verified. A local map for node ID and its distance bin is
stored in the server. Once, the same node changes its location
and distance bin by a certain threshold for the next message,
the node is marked as a possible malicious node and short-
listed for the verification phase.

In Table II we use time to reach from vehicle to server
(Tr) as the metric to evaluate change in sudden location of the
vehicle. Tr is evaluated as follows:

Tr =
d

speed
(6)

The incremental change in T inc
r is given as

T inc
r = |T

new
r − T old

r |
T old
r

(7)

A low trust value refers to a high T inc
r which means either

the speed of the vehicle or the location of the vehicle obtained
from the received message is suddenly changed.

3) Data arrival rate: The data arrival rate can also provide
information about the possible malicious behavior of a node.
Malicious users may try to jam the network by sending
repeated requests for task computation or sending incorrect
data messages as part of data integrity attacks. The data inter-
arrival rate for a particular node is computed as the difference
between the time when the current message is received and the
time when the last message was sent. This time is computed
once the messages are verified for digital signature correction.

To overcome this problem, the inter-arrival time between
two messages is checked regularly. Once a certain arrival rate
is crossed, those nodes is marked as malicious for checking.
Besides data arrival rate, message size can also be checked
as malicious users may transmit large packets to negatively
impact the bandwidth usage and increase the signature verifi-
cation time.

4) Data variation: The data variation is a critical metric
that can be used to detect anomalies specifically in the cases of
malicious users that are sending wrong unrelated information.
An example of this data integrity attack could be a traffic
management application where wrong traffic density values
are shared with the server. As a result, data variation sent from
sensors located in a geographical location should raise alarms
and should be checked for anomalies. In Table II, we utilize a
data arrival rate of greater than 20 packets per second (p/s) to
be marked as a value with low trust. This is because generally,
the packet frequency of vehicular network varies from 1 to 10
packets/second. Hence, we give a higher trust value to nodes
which conform with this requirement and send packets within
the allowed range of 1-10 packets per second.

C. Anomaly Detection

In this phase, nodes that are marked as anomalous or
malicious are noted down and a list is maintained. This list
includes all the nodes that are on the radar for anomaly detec-
tion and a further investigation of their status is needed. For
maintaining this list, techniques such as threshold detection,
cumulative distribution function evaluation, standard deviation,
etc. is applied to the features data from the previous block.

There exists a trade-off between the accuracy of anomaly
detection and the time for evaluating the anomaly. If the
threshold is kept too strict, only a few users may be marked as
anomalous and anomaly verification is done quickly. However,
many malicious nodes may be missed. On the other hand, if the
threshold is kept too loose, many users will be short-listed for
anomaly verification. This will need more message overhead
and time needed to verify each anomaly. As a result, extra
bandwidth and time will be needed.

In this work, we utilize fuzzy logic to evaluate anomalies.
We first calculate trust levels based on individual features as
described in Table II. Finally, we utilize majority voting to
find the overall trust level. This means that the trust level is
categorized as high if the trust based on at least two of the
features are evaluated as high. Data from all nodes which have
a low and medium trust levels are marked as anomalous.

D. Anomaly Verification

In this block, the shortlisted malicious users is tracked for
further verification so that actual anomalies are picked up.
For this, short-listed users send a message to inform them
about their entry into the malicious node list. Those nodes may
need to re-authenticate themselves before sending any further
messages. All those nodes that can re-authenticate are allowed
to start transmitting their messages again.

Another way to verify anomalies used in the proposed
technique is packet throttling requests. The users are asked
to reduce their data rates. All users that follow this request are
allowed to continue sending messages. However, those nodes
that do not follow the instructions and keep on sending a large
number of messages which are marked as malicious users who
are launching jamming attacks.

One technique to verify anomalies is neighborhood veri-
fication. This is particularly useful for data integrity attacks.
The area of those nodes that are sending wrong information
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and marked as possible malicious nodes are noted down. The
list of neighboring nodes are sent probe messages to find if
the information sent by malicious nodes is correct or not. This
technique however is suited for those applications in which the
sensed information in the neighborhood is nearly the same, for
example, temperature monitoring in an area, average vehicle
traffic density on a road segment, etc.

TABLE III. SIMULATION PARAMETERS

Simulation Parameter Value

Number of vehicular nodes 200

Packet Generation Rate 10 per second

Number of Malicious users 50-200

Security Algorithm ECDSA

Hash Function Used SHA-256

Message size 7400 bits

Security overhead 1600 bits

Total Packet Size 9000 bits

Security Verification Time 0.5ms

Packet expiry time 3ms

V. PERFORMANCE EVALUATION

In this section, the performance evaluation of the Proposed
Technique (PT) is presented. The results are compared with
two other techniques. The first one is the Outlier Detection,
Prioritization, and Verification (ODPV) algorithm which uses
an isolation forest algorithm to detect anomalies. The second
algorithm is the K-Nearest Neighbor (KNN) algorithm which
uses majority voting to make decisions about the anomaly.

A. Simulation Model

The simulation model is developed in MATLAB and its pa-
rameters are given in Table III. The number of vehicular nodes
is taken as 200. The packet generation rate of each vehicular
node is 10 packets per second. The number of malicious users
is 50-200. The malicious users also generate packets at the
same rate as the malicious users with wrong information about
the sensing parameters and causing data integrity attacks. Also,
the malicious users continuously change their positions. As a
result, received signal strength, mobility, and data variation
factors come into play.

The security algorithm used is the Elliptic Curve Digital
Signature (ECDSA) algorithm and the hash function used is
the Secure Hashing Algorithm (SHA) with a key size of 256
bits. The message size generated by vehicular devices is 7400
bits and the security overhead for the ECDSA algorithm is
1600 bits [9]. The total packet size is 9000 bits. The security
verification time for each packet is 0.5ms. The packet expiry
time is 3ms.

B. Results

For results, we take the following four metrics defined as
follows:

1) Security verification time: This is the time needed to
verify the digital signature as per the ECDSA algorithm. The
security verification time depends on the key bit size used by
the ECDSA algorithm. Moreover, the security verification time
increases with the number of messages.

2) Total delay: The delay is the sum of the transmission
time and security verification time. The transmission time
depends on the message size and data rate.

3) Percentage of packets expired: The percentage of pack-
ets expired includes the percentage of packets that could not
be verified within the time limit of 3ms.

4) Shortlisted packets and anomaly packets: The short-
listed packets include the number of packets that were orig-
inally shortlisted by the anomaly detection technique. The
anomaly packets are the number of packets that were declared
as anomaly after verification.

Fig. 3. Security verification time vs Number of malicious users.

Fig. 3 shows the security verification time of packets as
the number of malicious users is increased from 50 to 200.
The results show that the security verification time of the
proposed technique is up to 1ms better than the other two
techniques namely, ODPV and KNN. This is due to using
context-aware parameters for trust evaluation and anomaly
detection. As a result, the anomaly packets are identified after
the first few iterations, and the overall network load on the
server is reduced. This results in reduced security verification
time.

In Fig. 4, the plot of malicious users vs total delay is
shown for the three algorithms. The proposed technique has
the least delay in packet transmission and hence, is very useful
for vehicular applications. As compared to ODPV and KNN,
the delay values of the proposed technique show up to 50%
reduction. As the number of malicious users increased up to
200, the results of the proposed technique are much better than
the other two techniques.

Fig. 5 shows the results of the percentage of packets
expired for the three algorithms. The proposed technique has
excellent results with only less than 10% packet expiry rate
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Fig. 4. Total delay vs Number of malicious users.

Fig. 5. Percentage of packets expired vs Number of malicious users.

as compared to the ODPV and KNN that has up to 15% and
22% packets expiry rate.

Lastly, Fig. 6 shows the anomaly detection accuracy per-
formance of the proposed technique. The proposed technique
almost accurately shortlists the packets which are anomalous
when the number of malicious users is 50. As the malicious
users increased, the difference between shortlisted packets and
anomaly packets increased. This is because, at a lower number
of nodes, the anomalous packets are easier to detect after a
few iterations. As the number of packets is increased, less
number of packets meet all the context-related conditions and
hence fall into the likely malicious category. However, after
verification, the anomaly packets out of the shortlisted ones
are picked up by the algorithm.

VI. FUTURE OPPORTUNITIES

In this section, future opportunities are provided related to
the challenges in the security of vehicular applications.

Fig. 6. Shortlisted packets vs Anomaly packets by the proposed technique.

A. Learning based Algorithms

Machine learning-based algorithms can be designed to
adaptively vary the trust levels using context-aware data from
different vehicular devices. Appropriate neural networks can
be developed to predict the users which are malicious or
geographical areas where malicious users reside. Moreover,
reinforcement learning algorithms can also be useful for
optimal security-related policy design such as priority-based
security verification of incoming messages. Similarly, anomaly
detection can also be improved using classification algorithms
based on data of malicious and normal users. Related with
the current work, a learning algorithm can be used to find
the appropriate threshold for anomaly detection based on
incremental changes in the fingerprint, location and speed
values of the vehicles.

B. Graph based Algorithms

Graph theory algorithms are very useful for evaluating
the trust of vehicular devices. For example, metrics such as
centrality and degree of nodes can be taken into account
when evaluating the trust. Stable matching algorithms can
also be used for sending authentication requests by vehicular
devices to appropriate servers depending on factors such as
data rate, and load on the servers. Similarly, breadth-first search
and depth-first search algorithms can be used for searching
anomalies from the data sets, and also for finding an efficient
route for reaching the nodes for data verification. Graph theory
algorithms can also be used to verify anomalies from vehicles
with high centrality values or vehicles with highest trust values.
This will improve the accuracy of the verification process.

C. Blockchain Techniques

Besides, trust-based anomaly detection techniques,
blockchain security mechanisms can also be used to enhance
the privacy of data sharing. With blockchain, smaller key
sizes of the ECDSA algorithm can be used as added
security will be provided with blockchain. However, a major
challenge in designing such techniques will be the delay
in mining the blockchain nodes and appropriate consensus
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algorithms. The proposed work of anomaly detection can also
be used to find malicious mining nodes which can disrupt
the security of blockchain. Moreover, new context-aware
algorithms considering different features can be designed for
the particular blockchain mining application.

VII. CONCLUSION

In this paper, we present an overview of anomaly detection
for vehicular applications. We discuss recent work in the
literature related to anomaly detection. We present a novel
framework for anomaly detection which uses context-related
information such as physical signal parameters to classify
anomalies without security verification. The proposed tech-
nique also includes an anomaly verification phase and develops
a trust table for each node in the network. Finally, we highlight
several important research directions in the area of security of
vehicular and anomaly detection.
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