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Abstract—Educational institutions are anticipated to take 

substantial and proactive roles in guaranteeing students' 

successful program completion. Academic performance is 

conventionally employed to categorize and forecast students' 

future ability to confront post-graduation challenges. A student's 

academic accomplishments are instrumental in shaping 

exceptional individuals who may become future leaders. Using 

algorithms to assess and predict academic performance is a well-

established practice in machine learning, encompassing 

techniques such as neural networks    , logistic regression    , 
decision trees    , and others. The goal of this project is to 

improve decision trees' ability to predict students' academic 

achievement via the use of data mining methods and meta-

heuristic algorithms. ‎‎‎Educational data mining involves the 

utilization of data analysis methodologies and tools to examine 

the extensive data generated within educational establishments as 

a result of students' interactions and activities throughout their 

academic journey. Pelican Optimization Algorithm (POA) and 

Runge Kutta optimization (RKO) are utilized algorithms in 

developing hybrid models, both of which can efficiently search 

for optimal or near-optimal splits by fine-tuning the 

hyperparameters of decision tree models. Students' final grades 

were predicted through training and testing models and 

categorized into four classes: Excellent, Good, Acceptable, and 

Poor. The classification capability of a single model and 

optimized counterparts was evaluated using Accuracy, Recall, 

Precision, and F1-score in separate phases for each category. 

Obtained results for all models revealed that POA and RKO 

developed Accuracy of DTC by 1.86% and 0.87%. Also, 

Precision and Recall metric analysis further manifest the 

superiority of DTPO. Prediction based on classifiers, especially 

workable optimized versions such as DTPO, paves the way for 

institutions to raise student success rates. 

Keywords—Academic performance; decision tree; pelican 

optimization algorithm; runge kutta optimization 

I. INTRODUCTION 

Students' academic success is a fundamental educational 
objective, representing a key facet of any nation's educational 
goals. This focus on quality education as a catalyst for social 
change compels educational institutions to prioritize the 
nurturing of students who excel in academic and nonacademic 
assessments and acquire essential practical skills for 
competitiveness in the labor market. Education is at the heart 
of societal development, embodying collective aspirations for 
well-being and progress [1]. The quality of students produced 
by schools has thus become a prevailing concern. As 
highlighted by Kriegbaum et al. [2], academic achievement 
takes center stage, a barometer of intellectual education and a 
crucial prerequisite for individual and societal prosperity. In 

this context, Martín [3] emphasizes that academic performance 
extends beyond intellectual quotient (IQ), encompassing 
various dimensions to capture students' development's 
cognitive, psychomotor, and affective domains. 

The primary benefit of data mining lies in its ability to 
thoroughly examine extensive data sets and derive rules that 
can capture the attention of relevant stakeholders. Furthermore, 
it can reveal previously undiscovered and valuable insights that 
greatly aid decision-making. Machine learning (ML) 
algorithms, specifically renowned for their effectiveness in 
classification tasks, are a central point of interest in numerous 
research endeavors [4], [5], [6]. According to Sharma, Himani, 
and Kumar [7], decision tree algorithms are widely recognized 
as effective tools for classification. Decision trees      are 
structured models with root nodes, branches, and leaf nodes for 
predicting outcomes. These trees can handle numerical and 
categorical data, are easily understood, and are visually 
representable. They play a key role in identifying group 
characteristics and exploring relationships between variables 
and can be applied to predict student performance and other 
educational outcomes. Jorda and Raqueno [8] highlight various 
   algorithms like C&R Tree, CHAID, C 5.0, and QUEST, 
which aid in developing classification systems. 

II. RELATED WORKS REVIEW 

Numerous scholars have comprehensively investigated the 
multifaceted factors influencing student success across various 
academic levels. Several of these studies have utilized data 
mining      techniques, particularly classification algorithms, 
to enhance the quality of higher education systems and predict 
student performance. In this section, a number of the related 
studies, especially those focusing on the application of the    
and classification in estimating the academic performance of 
the students, are presented [9], [10], [11], [12], [13], [14], [15], 
[16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], 
[27], [28], [29], [30], [31]. For instance, Qasem, Emad, and 
Mustafa [32] employed the CRISP framework to evaluate 
students' data in C++ courses, comparing classifiers such as 
         , and Naive Bayes     . The C4.5    
outperformed other classifiers, shedding light on the attributes 
affecting student performance. Another study proposed a    
classification model to select suitable academic tracks for 
students, facilitating school management's decisions [33]. 
Nguyen and Peter [34] explored the efficiency of    and 
Bayesian networks in predicting undergraduate and 
postgraduate student performance, revealing the superiority 
of    . Sunita and LOBO LMRJ [35] demonstrated the 
applicability of    in education by using classification and 
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clustering algorithms to predict student performance and group 
students. R. R. Kabra and Bichkar [36] developed classification 
models to identify at-risk students among first-year engineering 
students. S. Anupama and Vijayalakshmi [37] applied the C4.5 
   algorithm to predict MCA students' pass/fail outcomes, 
significantly improving results and efficiency compared to the 
    algorithm. Bharadwaj and Pal [38] utilized the        
algorithm to predict student divisions based on various 
academic indicators. Surjeet and Pal [39] employed various    
algorithms to predict the performance of first-year engineering 
students, particularly in identifying those likely to fail. Dorina 
Kabakchieva [40] compared    algorithms to predict student 
performance, classifying students as strong or weak, with the 
neural network achieving high accuracy for the strong class. 
Shovon and Mahfuza [41] proposed a hybrid approach 
combining clustering and classification to categorize students 
into high, medium, and low standards and make informed 
decisions about their academic performance, ultimately 
enhancing their final examination results. These studies 
collectively demonstrate the versatility of    and 
classification algorithms in addressing various facets of student 
performance and academic success, aiding both educators and 
educational institutions in improving their educational 
processes and outcomes. 

III. OBJECTIVES OF THE CURRENT WORK 

As stated in the previous section, a few studies investigated 
the application of various decision tree classification 
algorithms in evaluating students' performance at different 
academic levels. There seems to be a significant gap in the 
literature related to exploiting the optimization capability of 
meta-heuristic algorithms in enhancing the evaluation 
performance of classification algorithms such as decision trees. 
Therefore, the current study employs Pelican and Runge Kutta 
optimization algorithms to develop hybrid decision tree models 
(DTPO and DTRK) for students' performance prediction. This 
innovative approach assists in detecting the optimization 
performance of presented algorithms in this field by comparing 
a single decision tree model with optimized versions using 
classification metrics such as Accuracy, Recall, Precision, and 
F1-score. In the following sections, the effect of selected input 
data on the outcome of models and a description of DTC and 
two optimizers will be presented. Results will be discussed 
using tables, bar charts, and confusion matrix for numerical 
and visual comparison between estimation models. 

The study aims to enhance the predictive power of decision 
trees in predicting students' academic performance. This is 
achieved by introducing meta-heuristic algorithms, specifically 
the POA and RKO, to optimize decision tree models. The main 
research contribution lies in strategically employing these 
advanced algorithms to overcome limitations in conventional 
decision tree models. By fine-tuning hyperparameters and 
searching for optimal splits, the approach significantly 
improves the efficiency and accuracy of academic performance 
predictions. This contribution not only advances the 
understanding of    applications in education but also 
provides a practical solution for educational institutions 
seeking to enhance student success rates. 

Previous solutions for predicting students' academic 
success have faced persistent obstacles, necessitating the 
development of fresh approaches. Frequent deficiencies in 
previous endeavors encompass: 

1) Restricted predictive precision: Numerous current 

models have had difficulties in attaining elevated accuracy 

while forecasting academic performance, frequently leading to 

misclassifications or imprecise categorizations of individuals. 

2) Lack of adaptability: Traditional techniques may not 

possess the capacity to handle the dynamic nature of 

educational data effectively. Static models may not efficiently 

adapt to changes in learning settings, teaching approaches, or 

student behaviors. 

3) Excessive dependence on traditional methods: Previous 

solutions may have mostly depended on conventional machine 

learning approaches without fully utilizing the capabilities of 

modern algorithms. This constraint can impede the capacity to 

capture complex patterns in educational data. 

This study presents an innovative method that utilizes 
meta-heuristic algorithms, namely the POA and RKO. The 
application of these algorithms overcomes the constraints of 
conventional approaches by: 

1) Improved model efficiency: The integration of meta-

heuristic algorithms enhances the efficiency of the decision 

tree model, resulting in enhanced accuracy in forecasting 

students' academic achievement. The hybrid models created 

with the combination of POA and RKO exhibit an improved 

capacity to adjust to the changing characteristics of 

educational data, resulting in a more resilient and precise 

prediction mechanism. 

2) Optimized hyperparameter tuning: By utilizing the 

techniques of POA and RKO, the hyperparameters of DT may 

fine-tune. This allows for a more detailed exploration of the 

feature space, resulting in better model performance compared 

to traditional decision tree models. 

The overall organization of study in the next sections is as 
follows: 

1) Dataset selection and preparation: This section 

outlines the process of selecting and preparing the dataset for 

analysis. It discusses the sources of data, data cleaning 

procedures, and any preprocessing steps applied to ensure the 

dataset's suitability for the study. 

2) Decision tree and classification: Here, the focus is on 

explaining the decision tree algorithm and its application in 

classifying students' academic performance. It covers the 

fundamental principles of decision trees, including tree 

construction, node splitting criteria, and handling categorical 

and continuous variables. 

3) Optimization algorithms: This section elaborates on the 

POA and RKO employed to enhance DT efficiency. It details 

the implementation of these algorithms to improve predictive 

accuracy. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 2, 2024 

482 | P a g e  

www.ijacsa.thesai.org 

4) Performance evaluation metrics: The performance 

evaluation metrics section discusses the metrics used to assess 

the effectiveness of the proposed approach. It provides 

insights into how accuracy, recall, precision, and F1-score are 

calculated and interpreted in the context of predicting students' 

academic performance. 

5) Result: This section presents the results obtained from 

applying the proposed methodology to the dataset. It includes 

tables, graphs, or other visual aids to showcase the 

performance of the DT models with and without optimization 

algorithms. 

6) Discussion: Here, the results are analyzed and 

interpreted in-depth. The discussion section delves into the 

implications of the findings and the limitations. 

7) Conclusion: Finally, the conclusion section summarizes 

the key findings of the study and their implications for 

predicting students' academic performance. It reiterates the 

significance of the proposed approach and discusses its 

contributions to the field. 

Fig. 1 shows the process of present study. 

 
Fig. 1. Process of present study. 

IV. DATA SELECTION AND PREPARATION 

Data mining, also called database knowledge discovery, 
entails extracting valuable information from extensive datasets. 
This process employs various techniques to scrutinize vast data 
collections, uncovering concealed patterns and relationships 
that can potentially inform decision-making. 

This study utilizes a comprehensive database of variables, 
which has been gathered from previous research articles. 
Included in the dataset are facts on the student's school, gender 
      or        , age, domicile        or       , family size 
         , parental cohabitation status          , and the 
mother's and father's educational background and employment 
                 and      . It also discusses the student's 
guardian (father, mother, or other), the reasons for choosing the 
school (such as proximity to home, school reputation, course 
preference, or others), the amount of previous class failures, 

participation in extracurricular activities and paid classes, 
attendance at nursery school, aspirations for higher education, 
availability of internet access at home, involvement in romantic 
relationships, the quality of family relationships         , free 
time after school, socializing with friends          weekday 
and weekend alcohol consumption       and      , current 
health status, and the A wealth of data for the research is 
provided by these input variables, which include a range of 
data kinds such as nominal, numeric, and binary.   , which 
goes from  , the lowest possible grade, to twenty, the best 
possible grade, indicates the final grades that pupils get 
according to the school. Students are placed into four different 
groups according to their    scores in order to further define 
and categorize the reported grades:    ranges for poor (range 

of  –      acceptable (range of   –      good (range of 

  –      and excellent (range of   –       e      v i    e    
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Fig. 2. Correlation matrix for the input and output variables. 

In Fig. 2, the correlation matrix illustrates the relationships 
among all the input and output variables under examination. 
Parental education has the most substantial positive influence 
on a student's final grade, with the mother's education exerting 
a more pronounced effect than the father's. As anticipated, 
increased study time is positively associated with better 
academic outcomes, while the number of past failures by a 
student negatively impacts their grades. The presence of 
internet access and a student's aspiration for higher education 
both positively contribute to academic performance, while the 
adverse effects of alcohol consumption are evident. The most 
important variables affecting the quantity of absences from 
school were found to be daily and weekly alcohol intake, past 
failures, and student age.‎‏‎ 

V. DECISION TREE AND CLASSIFICATION 

In a   , which is shaped like a tree and looks like a 
flowchart, each internal node represents a test that is based on 
an attribute, each branch denotes the result of that test, and 
each leaf node also called a terminal node represents a 
particular class label. In order to use a    for prediction, a 
route from the tree's root to a leaf node which holds the 
predicted class label for that data point is used to evaluate the 
attribute values of a particular data point        . A benefit of 
decision trees is their ease of conversion into categorization 
rules. In    learning, they function as predictive models that 

allow observations about an item to be translated into 
judgments about its desired value. Classification trees are a 
particular kind of these models that handle finite class values, 
and they are used in statistics, data mining, and machine 
learning. When compared to other categorization techniques, 
   creation is often thought to be a speedy procedure [42]. 

The    operates with three crucial parameters: 

1) D (Data Partition): The first dataset, denoted by  , 

consists of training instances and the class labels that go with 

them.‏‎‎‎‎ 

2) Attribute list: In essence, this parameter is a set of 

properties that characterize the characteristics of the data.‏‎‎‎‎ 

3) Attribute selection method: The method for selecting 

the best suitable attribute to form branches or divisions in the 

decision tree is specified by this option. This usually entails 

using an attribute selection metric such as the Gini index or 

knowledge gain.‏‎‎‎‎‎ 

This is an explanation of the algorithm's operation:‏‎‎‎‎‎ 

 It starts by creating a node, which can be called "A". 

 Should every example in the present dataset belong to 
the same class,     will be designated as a leaf node 
and assigned the common class label.‏‎‎‎‎‎‎ 
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 Node     is once again designated as a leaf node and 
given the class that occurs most often in the data 
samples when the attribute list is empty.‏‎‎‎‎‎‎ 

 Next, the algorithm determines which characteristic will 
be used to divide the data into the cleanest subsets 
possible.‏‎‎‎‎‎‎‎ 

 This chosen property is given to Node     as the 
decision criteria. 

 The selected attribute is eliminated from the list of 
characteristics if it is discrete.‎ 

 Based on the results of the chosen property, subsets of 
the data are created. 

 A leaf node is connected to node     and labeled with 
the majority class of the original dataset if any of these 
subsets are empty. 

 The procedure is repeated recursively for non-empty 
subsets, beginning with the creation of a new node, and 
the method continues until all data partitions have been 
handled.‎ 

 The method finally yields the decision tree structure that 
results. 

This approach is a basic procedure for creating decision 
trees and is often used to data analysis and machine learning 
applications requiring data categorization and predictive 
modeling.‎‎‎ 

VI. OPTIMIZATION ALGORITHMS 

A. Pelican Optimization Algorithm (POA) 

Dehghani and Trojovský [43] introduced a novel 
metaheuristic optimization method, the    , to address 
optimization issues based on swarm intelligence. The hunting 
habits of pelicans, who often hunt in groups and display a 
variety of clever tactics, served as the model for the algorithm. 
As an example, pelicans identify their prey's location ahead of 
time and move quickly to get close to it. They then hunt by 
swatting at a distance of    to    meters. The phases in the 
    algorithm provide a comprehensive structure‎‎[44] ‏. 

1) Initialization of the population: Usually, pelicans look 

for food in a specific area of the search habitat. As a result, 

each pelican inside this range is randomly assigned a starting 

location by the     algorithm, which therefore initializes the 

population. A random number generator is used for this 

random initialization, which gives the pelicans their starting 

places.‎‏‎‎ 

                                     (1) 

Here,    signifies the original spatial location of the      
one in the populace. The maximum number of pelicans in the 
population is indicated by parameter  . The search space's 
exploration area's       and       bounds are defined, 
respectively, by the variables      and     . Every pelican 
in the designated search area is given a random location based 
on a random integer generated by the function         .‏‎‎‎ 

2) Exploration phase: The pelicans' main goal at this point 

is to discover and pinpoint the location of their prey while 

simultaneously changing postures in anticipation of an assault. 

In order to do this, each pelican in the population has its 

geographic coordinates updated using Eq. (2):‏‎‎‎‎ 

    
  {

          (          )         

          (        )        
 (2) 

Here,    
  represents the updated position of the      

pelican in the      dimension, while     represents the 

position of the prey. The prey's and the pelican's performance 
measures are shown by   and   , respectively. The update 

equation that is used to modify the pelican's location is 
determined by the parameter  , which is a random integer that 
may have a value of either   or  .‏‎‎‎‎ 

3) Exploitation phase: The pelicans are ready to attack at 

this point as they have found their victim. The pelicans use 

acrobatic manoeuvres above the water as part of their 

predatory strategy to force the fish into their throat pouches. 

The following is a mathematical representation of this 

strategy:‎ 

    
         (  

 

 
)                  (3) 

Here,     
  signifies the      dimension's revised position 

for the      one.‎ The pelican's location is changed throughout 
exploitation by adjusting the parameter  , which is a random 
integer that might have a value of   or  .   stands for both the 
current iteration of the algorithm and the maximum number of 
iterations. 

The following pseudo-code contains the full statement of 
the POA algorithm:‎ 

          
                                            
                                                                        
                                                                                      
            
                                             
            
                                                  
            
                                                            
     
                                  
                                                            
             
                                                            
     
                                  
     
                                
     
                                                
       . 

B. Runge-Kutta Optimization (RUN) 

Ahmadianfar et al. introduced the Runge-Kutta optimizer 
(RUN) [45], a population-based algorithm inspired by the 
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Runge-Kutta method for solving differential equations. RUN 
comprise two main stages: an initial search procedure 
influenced by Runge Kutta principles and a subsequent phase 
called enhanced solution quality       to improve solution 
quality. This study details the core principles supporting the 
RUN algorithm. 

1) First stage: The algorithm of RUN utilizes a search 

mechanism      that depends on the Runge-Kutta method to 

update the current solution's position in each iteration. 

Algorithm 1: The     algorithm employs a    to update 
the present solution's position. 

                    

                    

                                                 

     

                    

                                                

       

  indicates a random numerical value.   is allocated a 
stochastic value within the range of [0, 2].    is a numeric 
value, which can take on either 1 or -1, which serves to 
increase the diversity within the range. 

The determination of the adaptive factor SF involves 
calculations that include Eq. (4): 

                  (4) 

                 
 

    

   (5) 

     denotes the upper limit for the number of iterations. 

   and    is computed through the utilization of Eq. (6) 
and Eq. (7): 

                  (6) 

                        (7) 

     represents the currently best available solution. 
       denotes the optimal position achieved during each 
iteration.   indicates a random value within the interval of (0, 
1). 

2) Second stage: To enhance solution quality and mitigate 

the risk of becoming stuck in local optima during each 

iteration, the RUN algorithm employs a technique referred to 

as Enhanced Solution Quality (ESQ).  

Algorithm 2 delineates the steps involved in generating the 
solution (     ) through ESQ. 

Algorithm 2: mathematical presentation of the second stage 

if          then 

if     then 

                    |                        | 

else 

                              |                          | 

end if  

end if 

                   
 

    

         

              

(8) 

      
           

 
 (9) 

                         (10) 

  denotes a number generated at random within the range 
of [   ]. 

      denotes the best solution identified up to the current 
stage of exploration. r can take on any of the following values: 
1.0 or -1.      indicates a parameter that is generated 
randomly. 

The answer       might not consistently exhibit better 
fitness when compared to existing solutions under these 
circumstances, the RUN algorithm presents an additional 
opportunity to boost fitness through utilization      . 
Algorithm 3 outlines the procedure's sequential steps. 

Algorithm 3: Improving the novel solution xnew3 

if          then 

                                                    
end if 

v is randomly generated and equals double the value of 
    . 

Algorithm 4 offers the pseudo-code for the main stages of 
the RUN optimization procedure. 

Algorithm 4: Pseudo-Code of RUN Optimization 

                       
          
                                           
                                                                 
                                        
                      
                   
               
                
                   
                         
        
                              
                  
                        
                       
                
                       
        
       
       
                           
        
                       
          
        

                     

VII. PERFORMANCE EVALUATION METRICS 

In this section, the effectiveness of the proposed approach 
and models is systematically assessed by employing a set of 
well-established performance evaluation metrics. These 
metrics serve as quantitative measures to gauge the accuracy, 
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precision, recall, and overall efficacy of the decision tree 
models, particularly those optimized using the POA and RKO. 

The accuracy of the model is determined by dividing the 
number of accurately predicted occurrences by the total 
number of instances. It offers a broad summary of the model's 
performance in producing precise classifications for every 
class.‎‎ 

Precision measures the proportion of accurately anticipated 
positive occurrences to all expected positive instances, with an 
emphasis on the accuracy of positive forecasts. The model's 
capacity to reduce false positives is shown by a high accuracy 
score. 

The capacity of the model to accurately identify all relevant 
occurrences is measured by recall, which is sometimes referred 
to as sensitivity or true positive rate. The ratio of accurately 
anticipated positive cases to the total number of actual positive 
instances is used to compute it. 

The F1-score is the harmonic mean of precision and recall. 
It provides a balanced measure, especially in situations where 
there is an imbalance between the classes. A higher F1-score 
indicates a model that performs well in both precision and 
recall.  

Statistical metrics for evaluating the classification 
capability of developed models are presented as follows: 

         
     

           
 (11) 

          
  

     
 (12) 

           
  

 
 

  

     
 (13) 

          
                    

                
 (14) 

where, 

 TP (True positives): the instances where the model's 
predictions were accurate.  

 TN (True negatives): the instances that were correctly 
predicted.  

 FP (False positives): the instances that were 
inaccurately forecasted 

 FN (False negatives): the instances that were wrongly 
predicted. 

VIII. CONVERGENCE ASSESSMENT 

Throughout this investigation, we employed two 
metaheuristic optimization algorithms, namely the POA and 
RKO, to augment the DTC, leading to the development of 
hybrid models denominated as DTPO and DTRK. A thorough 
examination of the convergence dynamics of these optimized 
models was conducted, utilizing a convergence curve 
illustrated in Fig. 3. 

The convergence curve, derived from Accuracy 
measurements spanning 200 iterations, serves as an instructive 
visual representation of the optimization procedure. Fig. 3 
distinctly delineates the convergence trajectories of DTRK and 
DTPO. Noteworthy is the similarity in convergence rates 
exhibited by both models, particularly up to the midpoint of the 
optimization process. 

At approximately the 115th iteration, DTRK and DTPO 
achieved a comparable peak Accuracy, both recording an 
impressive 0.92. However, as the iterations progressed, an 
intriguing divergence in their convergence patterns surfaced. 
DTRK showcased exceptional stability, sustaining its peak 
accuracy throughout the remaining iterations. Conversely, 
DTPO experienced a substantial surge in accuracy around the 
130th iteration, ultimately surpassing DTRK in the final phases 
of the optimization process. 

These subtle fluctuations in convergence behavior provide 
insights into the dynamic nature of the optimization algorithms 
and their influence on the performance of the hybrid models. 
The observed intricacies underscore the delicate interplay 
between the metaheuristic algorithms, DT optimization, and 
resulting accuracy levels. This nuanced analysis offers valuable 
perspectives on the strengths and limitations inherent in each 
approach throughout the iterative optimization process. 

 
Fig. 3. Convergence of hybrid models. 
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IX. RESULTS 

With the purpose of predicting students' academic 
performance and methodically improving their future grades, 
this research presented three prediction models that use a 
categorization methodology. Table I shows the results of 
presented models. One of these models was a Decision Tree 
Classifier        while the other two were created by using 
Runge Kutta optimization (RKO) and the Pelican Optimization 
Algorithm (POA) to optimize the DTC. A portion of the 

dataset     for train and     for test the model was kept 
aside. For each model, training and testing stages provide 
metrics like accuracy, precision, recall, and F1-score; all results 
are shown in Fig. 4. Metric values were notably higher for all 
models during the train period than during the test phase.‎‎‎ 
DTPO achieved the highest values across all metrics 
(               ,                ,             , 
and               ), while DTC scored lower by 
approximately 1%. DTRK, in most cases, has metrics values 
slightly higher than the single model or the same values. 

TABLE I.  RESULT OF PRESENTED MODELS 

Model Phase 
             

                                    

DTC 

                              

                             

                            

DTPO 

                              

                             

                            

DTRK 

                              

                             

                            

 

 

Fig. 4. Metrics performance of developed models. 
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After processing the data and evaluating the models' 
classification performance in both training and testing phases, 
the     pupils'    test scores were used to divide them into 
four groups: ‏‎‎‎Poor (G3: 0-12), Acceptable (G3: 12-14), Good 
(G3: 14-16), and Excellent (G3: 16-20). The distribution 
revealed that the majority of students (46.38%) fell into the 
Poor category, with 23.73% in Acceptable, 17.26% in Good, 
and 12.63% in excellent categories. 

To evaluate how well the created models performed in 
terms of categorization across various student groups, Table II 
shows the values for the Precision, Recall, and F1-score 
indices. In the analysis that follows:‏‎‎‎‎ 

 Comparing Precision values, in the excellent group, 
DTC and DTPO had an identical performance with 
0.97, while DTRC was less precise with 0.95. In the 
Good and Poor groups, DTPO outperformed two other 
models, and finally, in the Acceptable group, the     
single model performed superior to others. Considering 
all these results, it is not possible to introduce an 
absolute optimal model based on the Precision metric. 

 Variation of the Recall metric was the same as 
Precision. All models performed better in the Poor 
category, with higher recall values of 0.96 for optimized 
versions and 0.99 for single models. 

 The F1-score, a comprehensive metric, provides a 
nuanced basis for comparison. Higher F1-scores 
(nearest to 1) indicate superior model performance by 
balancing accurate identification of positive cases 
            and capturing all genuine positive cases 
          Across all student grades, DTPO 

demonstrated the highest accuracy with F1-scores of 
0.94, 0.88, 0.89, and 0.97 for Excellent, Good, 
Acceptable, and Poor students, respectively. So, based 
on F1-score, DTPO came in the first ranking, followed 
by DTRK and DTC. 

According to Fig. 5, there were really            , and 
   pupils in the Poor, Acceptable, Good, and Excellent 
categories. ‏‎‎‎‎The frequency of students in each category based 
on classification models' outcomes is illustrated in the form of 
a bar chart for visual comparison. Comparing the two 
optimized models, they perform similar performance in Poor 
and Good classes, with 290 and 100 students correctly 
positioned in this group, but in two other groups, DTPO 
correctly classified three students higher than DTRK. The 
classification performance of the single model in the Poor and 
Good classes is better than hybrid models, especially in the 
Poor category. However, in Acceptable and Excellent groups, 
DTC succeeds inappropriately classifying a lower number of 
students than hybrid versions. 

The confusion matrix presented in Fig. 6 clearly represents 
the accurate assignment of students to their respective grade 
categories and those who were misclassified. The numbers in 
diagonal raw represent the number of successfully organized 
models, and all numbers out of these squares are related to 
incorrect classification. For the DTPO model, 605 students 
were correctly categorized into Excellent, Good, Acceptable, 
and Poor classes, with only 44 misclassified. In the case of 
DTRK and DTC, 50 and 55 students were misclassified. The 
highest value of misclassification occurred in the case of DTC 
(20 students). Therefore, DTPO and DTC were the best and 
worst models for estimating students' academic performance. 

TABLE II.  PERFORMANCE EVALUATION INDICES FOR THE DEVELOPED MODELS BASED ON GRADES‏‎‎‎ 

Model Grade 
             

                          

DTC 

                            

                       

                             

                       

DTPO 

                         

                    

                          

                    

DTRK 
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Fig. 5. Bar chart for the measured and estimated classification of students in four categories. 

  

 

Fig. 6. Confusion matrix for each model's classification accuracy. 
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X. DISCUSSION 

A. Limitations 

Ensuring data quality is vital for accurate predictive 
models, necessitating thorough preprocessing to address issues 
like missing values. Generalizing findings to diverse settings 
requires additional validation, emphasizing collaborations and 
diverse datasets. Meta-heuristic algorithm sensitivity 
underscores the importance of exploring robustness under 
varied conditions and conducting stability analyses. While 
these algorithms enhance accuracy, their reduced 
interpretability can be addressed through interpretable 
techniques, promoting transparency and trust in educational 
settings. Addressing data quality, generalizability, algorithm 
sensitivity, and interpretability collectively contributes to 
reliable, applicable, and transparent predictive models, 
facilitating improvements in student outcomes and educational 
practices. 

B. Application of Study 

The study's application in education encompasses the 
implementation of optimized decision tree models using meta-
heuristic algorithms. These models facilitate early intervention 
for at-risk students, personalized learning plans, and strategic 
resource allocation. Insights from the study inform curriculum 
adaptation, student guidance, and institutional planning. The 
continuous improvement aspect involves refining models based 
on comparative analyses, while metrics evaluation ensures 
quality assurance. Overall, the study's practical implications 
extend to various facets of education, contributing to enhanced 
student success and institutional effectiveness. 

XI. CONCLUSION 

In pursuing academic excellence and improving education, 
this research underscores the pivotal role of data mining and 
classification algorithms, particularly decision tree models, in 
understanding and predicting student performance. It builds on 
a substantial body of related studies by introducing an 
innovative approach that leverages meta-heuristic optimization 
algorithms, specifically the Pelican and Runge Kutta 
optimizers (RKO and POA), to enhance the precision and 
accuracy of student performance models. The comprehensive 
evaluation employing key metrics like Accuracy, Precision, 
Recall, and F1-score highlights the potential of these meta-
heuristic algorithms in optimizing classification outcomes. 
RKO enhanced the Accuracy and Precision of DTC by about 1 
to 2 percent. POA performed weaker with the same Precision 
as DTC and lower than 1% enhancement in Accuracy. 
Furthermore, the categorization of 649 students based on their 
final grades revealed the superior performance of the DTPO in 
enhancing classification accuracy as it demonstrated a 
remarkable ability to correctly classify the majority of students 
(605 out of 649), while DTRK and DTC had more false 
classifications. This study not only added to the existing 
knowledge in the field but also provided valuable insights for 
educators and institutions striving to enhance educational 
processes and foster academic success, thus contributing to the 
broader goal of societal development and progress. Future 
studies should focus on improving the validity and real-world 
applicability of proposed predictive models for academic 

performance. This includes validating models across diverse 
educational institutions, assessing their long-term predictive 
power post-graduation, and conducting a thorough analysis of 
feature importance to guide targeted interventions. Exploring 
techniques for enhancing model interpretability without 
sacrificing accuracy is crucial for building trust among 
stakeholders. Additionally, comparative analyses with other 
advanced machine learning models in educational data mining 
can offer a comprehensive understanding of the proposed 
models' effectiveness. These recommendations aim to 
strengthen the reliability and practical utility of predictive 
models in predicting academic performance. 

XII. FUNDING 

Exploration of continuous improvement of experimental 
teaching under the mixed mode of "five in one"With practice 
Jilin Province higher education teaching reform research topic 
(2021) JLJY202168647754. 
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