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Abstract—Autism spectrum disorder (ASD) is a neurological condition whose etiology is still insufficiently understood. The heterogeneity of manifestations makes the diagnosis process difficult. Thus, many children are diagnosed too late, which leads to the loss of precious time that can be used for therapy. A viable solution could be to equip medical staff with modern technologies to detect autism in its early stages. The objective of this research was to investigate, through empirical means, how text mining and machine learning (ML) algorithms can aid in the early ASD diagnosis by identifying patterns and ASD symptoms in text data regarding children’s behavior that concerned parents provided. The research involved the design of an innovative technical solution based on text mining for the identification of ASD symptoms in unstructured text data describing children’s behavior and the practical implementation of the solution using Rapid Miner. The dataset was created through a controlled experiment with 44 participants, parents of children diagnosed with ASD, who answered questions about their children’s (35 boys and 9 girls) behavior. Analysis of the performance of models trained with ML algorithms: Naïve Bayes, K-Nearest Neighbors, Deep Learning and Random Forest revealed that the K-Nearest Neighbors classifier outperformed the other methods, achieving the highest accuracy of 78.69%. Results obtained using text mining and ML demonstrated the feasibility of using parents’ narratives to develop predictive models for autism symptoms detection. The achieved accuracy highlights the potential of text mining as an autonomous and time- and cost-effective method for early identification of ASD in children.
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I. INTRODUCTION

A. Text Mining

Advances in the information technology (IT) industry provide efficient methods for data creation, storage and processing. Global data consumption is growing at an exponential rate, and projections indicate that by 2025, the volume of data used will exceed 180 zettabytes [1]. Today, data means much more than numbers and letters—it includes images, sounds and text. King’s research findings [2] indicate that 80% of the world’s data is in unstructured format. This statistic highlights the importance of unstructured data processing techniques such as text mining. Text mining is a contemporary concept of computer science that contributes to solving the information crisis by combining data mining (DM), machine learning (ML) and natural language processing (NLP) techniques.

B. Medical Text Mining

The scientific community explored new horizons for the applicability of text mining and understood the utility of this technology in the medical field [3], [4], [5]. The healthcare industry collects enormous amounts of unstructured text information such as patient data, clinical test results, doctor observations and notes. These records, which are typically stored in electronic format, have the potential to enhance the standard of medical treatment by supporting physicians in making well-informed decisions. However, most of this valuable information is unused. One reason for ignoring this data is the lack of appropriate technological tools for processing the large volume of unstructured data. Contemporary advances in IT have contributed to the development of artificial intelligence (AI) algorithms that have facilitated the growth of medical text mining. The term “medical text mining” refers to methods of processing and extracting knowledge from medical text. This area of research combines ideas and techniques from linguistics and health informatics (HI). As emphasized by Dalianis [6], who analyzed the applicability of text mining in the clinical field, text mining is used for NLP, classification, clustering, information extraction (IE) and information retrieval (IR).

C. Autism Spectrum Disorder

Autism Spectrum Disorder (ASD) is defined as a complex neurological and developmental disease by the Diagnostic and Statistical Manual of Mental Disorders (DSM-5) that is characterized by difficulties with communication and social interaction [7]. The ASD prevalence is estimated at 1 in 100 children according to World Health Organization (WHO) [8]. The high incidence raises a wake-up call to improve the capacity of medical institutions to treat ASD and other developmental disabilities.

D. Challenges of Early Autism Spectrum Disorder Diagnosis

Early autism diagnosis and therapeutic interventions have been reported to be important for achieving satisfactory clinical progress [9]. Conventional approaches to ASD diagnosis involve a comprehensive clinical evaluation and developmental screening with standardized tests, and interviews with psychologists and medical specialists such as Autism Diagnostic Observation Schedule (ADOS) [10], Autism Diagnostic Interview Revised (ADI-R) [11] and Diagnostic
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Interview for Social and Communication Disorder (DISCO) [12]. However, due to the heterogeneity of ASD, the presence of false positive results remains a challenge for clinicians [13]. In addition, clinical examinations are time-consuming and negatively influence the patient behavior because patient is not in the home environment and is surrounded by unfamiliar people and these stimuli may be triggers for crisis-value behaviors.

E. Automated Detection of Autism Spectrum Disorder Symptoms Using Text Mining and Machine Learning

New technologies can help doctors and families who suspect their child may have autism in screening and diagnosis. Text mining provides capabilities to analyze large amounts of unstructured text data related to a child’s behavior, development, and interaction.

The present research study findings revealed that text processing algorithms can recognize ASD-specific symptoms in semi-structured screening texts and unstructured texts such as parents’ narratives. This scalability holds substantial advantages for doctors, providing them with tools based on text mining technology that can analyze data and flag risk factors or markers of autism. By integrating text mining into diagnostic procedures, healthcare professionals and parents can benefit from early detection of autism symptoms, accurate analysis, and improved support for children with ASD. From this perspective, the contributions of our study are:

- The design of an innovative technical solution based on text mining to identify ASD symptoms in unstructured text data that describes the child’s behavior and the practical implementation of the solution that involved a controlled experiment with 44 participants, parents of children diagnosed with ASD.
- Empirical analysis of the accuracy of models trained to identify ASD symptoms in unstructured text data with Naïve Bayes, K-Nearest Neighbors, Deep Learning, Radom Forest ML algorithms.
- Outline of implications for employing text mining in the design and development of healthcare technologies for ASD diagnosis.

F. Paper Structure

The structure of this paper is organized to provide a comprehensive understanding of the design and implementation of the automated ASD symptom detection process using text mining and ML. In the introduction section, we outline the context and highlight the importance of research for early autism diagnosis. Section II describes the methodology used to conduct the research and collect information from parents of children with ASD. Section III brings an in-depth analysis of the results obtained, emphasizing the advantages and limitations. Finally in Section IV, we present the conclusions and outline directions for future research.

II. MATERIALS AND METHODS

A. Research Questions

The present study’s aim was to investigate, through empirical means, how text mining and machine learning algorithms can aid in the early ASD diagnosis by detecting patterns and ASD symptoms in text data regarding children’s behavior that concerned parents provided. To address the topic of interest two research questions were formulated and are presented in Table I.

<table>
<thead>
<tr>
<th>ID</th>
<th>Research Question (RQ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1</td>
<td>Can text mining be used for detection of ASD symptoms in unstructured text data describing children’s behavior?</td>
</tr>
<tr>
<td>RQ2</td>
<td>What are the empirical results of applying text mining and ML algorithms in terms of accuracy in correctly detecting ASD symptoms?</td>
</tr>
</tbody>
</table>

B. Research Participants

The research of Okoye et al. [14] emphasizes the importance of screening in early childhood, between the ages of 18 and 24 months, to achieve positive results in the therapeutic recovery process. Therefore, the premature age of the children and the reduced reading and writing abilities, at this stage of life, determined the involvement of adults in the experiment. 44 parents of children diagnosed with ASD voluntarily participated in the experiment, of which 27 came from the urban environment and 17 from the rural environment, as represented in Fig. 1.

Autism is not equally distributed between genders, with a male-to-female ratio of 4:1 [15]. Approximately the same gender ratio is also encountered in the children participating in the experiment, 35 boys and 9 girls, as indicated in Fig. 2. It is important to understand the gender distribution because symptoms in girls may manifest differently than in boys, thus leading to under diagnosis of ASD in girls [16].

![Fig. 1. The distribution of participants according to their residence.](image-url)
C. Research Methodology

Following ethics committee approval, participants were invited to answer questions about their child’s behavior using the web-based version of Google Forms as instrument. Questions were formulated based on the ASD diagnostic criteria described in DSM-5 [17]. The raw data collected from the participants was analyzed and labeled. The labeling scheme contains 19 labels of which 18 labels represent symptoms specific to autism and one special label “Asymptomatic” which indicates the absence of ASD symptoms. Fig. 3 highlights the quantitative distribution of labels in the dataset. It is noted that the label “Asymptomatic” is the most frequently encountered. This tendency is explained by the fact that the ASD symptom was labeled only in situations where the answer provided by the parent was sufficiently detailed and descriptive to identify that manifestation.


Diagnosing ASD is a difficult task because the etiology and factors that cause autism are unknown. In addition, the large spectrum of symptoms and the lack of an accurate medical test, such as a blood test, complicate the diagnosis process. Fig. 4 illustrates the conventional diagnosis process, which involves the human factor, represented by the doctor. The doctor analyzes patient biological parameters and applies screening tests and psychological strategies to identify ASD symptoms. The research carried out by Akinnusotu et al. [18] indicate that demanding work conditions affect the psychological state of medical personnel, having an impact on the diagnoses and the effectiveness of recommended treatments. Augmentation of medical workers with modern technologies can be a viable solution in combating burnout. Fig. 5 shows the automated ASD diagnosis process that eliminates the human factor and introduces text mining and ML algorithms to discover autism symptoms in patient data.

The architecture of technical solution for automated ASD symptoms detection in unstructured text data involves complex stages to extract relevant information and build a model capable of recognizing symptoms associated with autism. The stage is inspired by knowledge discovery in text (KDT), a documented research methodology. Fig. 6 presents the technical solution implemented using RapidMiner Studio 10.2.

1) Data preprocessing: The data preprocessing is an essential stage in the identification process of ASD symptoms and requires collaboration with qualified medical professionals to draw conclusions about the health status of the participants. These conclusions should be reflected in the labels associated with the text data.

In this stage, records from the dataset that are incomplete and do not provide qualitative information must be removed.

2) Model training: The data preprocessed in the previous phase should be used to train a machine learning model capable of recognizing the ASD symptoms in text data describing the behavior of the child whose parent’s suspect autism.

3) Model testing: The model testing stage consists of providing a test dataset as input to the trained model and calculating the performance indicators.

4) Results analysis: The results analysis consists in evaluating the performance of the trained model using the metrics computed in the previous stage, such as accuracy and classification error. Depending on the evaluation results, the model parameters can be adjusted and new machine learning algorithms can be explored.

The automated process of ASD symptoms detection in unstructured text data is empirical and needs to be refined iteratively by experimenting with feature representation, adjusting preprocessing steps and applied machine learning algorithms.
E. Text Mining

In text mining, the most influential step is text preprocessing, as it prepares the data for mining. Text preprocessing involves cleaning and transforming raw text data into a suitable format for analysis. In the present context, the Text Processing package was used to preprocess the dataset, with a focus on removing words from parents’ responses to the questions that did not make a significant contribution to meaning. This approach aimed not only to improve the quality of the extracted information, but also to reduce the size of the vocabulary, thus contributing to the efficient management of the computational complexity of the dataset. Several methods were applied during text preprocessing: capitalization, tokenization, filter stopwords, stemming, n-Grams and term weighting.

1) Capitalization: Bringing all words to a standardized form, such as converting all letters to uppercase or lowercase, to ensure consistency in textual analysis. Capitalization helps reduce the amount of distinct information that ML algorithms have to process. In ADS symptoms detection process the text data was converted a to lowercase (see Fig. 7).

2) Tokenization: Breaking down the text into meaningful element, known as tokens, such as words or phrases, to facilitate manipulation and subsequent analysis [19]. Tokenization is language dependent and involves the removal of punctuation marks from the text. The example in Fig. 8 shows the result of applying tokenization to a record from the dataset. As can be noticed this technique does not take into account words composed by the use of hyphens as “non-verbal”. For this reason, engineers must pay attention when using the tokenization technique.

Example

Question: Describe your concerns about your child’s behavior.
Response: He does not interact with the other children.

After capitalization is applied, the text appears as follows:

Question: describe your concerns about your child’s behavior.
Response: he does not interact with the other children.

Fig. 7. Example of applying capitalization to a record from the dataset.
Example

Question: describe your concerns about your child’s behavior.
Response: he is non-verbal.

After tokenization is applied, the text appears as follows:

Question: {“describe”; “your”; “concerns”; “about”; “your”; “child”; “s”; “behavior”}
Response: {“he”; “is”; “non”; “verb”}

Fig. 8. Example of applying tokenization to a record from the dataset.

3) Filter stopwords: Exclusion of frequently used or rare words called stopwords to reduce the vocabulary size and focus on key words. Stopwords usually are prepositions, conjunctions, auxiliary verbs and pronouns that do not bring significant contribution to the definition of information.

In ADS symptoms detection process was used the Filter Stopwords operator which has a built-in list of stop words for the English language and contains words such as “at”, “etc”, “if”, “or”, etc. The Fig. 9 demonstrates the result of filtering stopwords from a parent’s response describing concerns about the child’s behavior. Words such as “am”, “the”, “of”, “that”, “about”, “he”, “has”, “when”, “not” and “always” have been removed from the original text, keeping the meaning intact.

Example

Question: {“describe”; “your”; “concerns”; “about”; “your”; “child”; “s”; “behavior”}
Response: {“child”; “s”; “behavior”}

After stopwords removal, the text appears as follows:

Question: {“describe”; “concerns”; “child”; “s”; “behavior”}
Response: {“concerns”; “child”; “behavior”}

Fig. 9. Example of applying filter stopwords to a record from the dataset.

4) Stemming: In linguistic morphology stemming is the normalization process of reducing inflected, derived words to their basic form, the root. The root is part of a word that is common to all its inflected variants. The process of stemming involves removing prefixes or suffixes. To achieve this we used Porter’s stemming algorithm. Porter’s stemming algorithm removes suffixes from a word, from the English language, to obtain its root [20]. The algorithm consists in marking the consonants in the word with the letter C and the vowels with the letter V. Thus all words can be represented by the Eq. (1).

\[ [C]VCV...[V] \] (1)

5) n-Grams: n-Grams is a text preprocessing method mainly used for feature extraction. An n-Gram is a series of consecutive tokens of length n used to capture contextual information and improve the understanding of the text. Fig. 10 shows the result of applying n-Gram to a record from the dataset.

Example

Question: {“child”; “make”; “sentence”; “word”}
Response: {“child”; “form”; “multi”; “word”; “sentence”; “help”}

After n-Grams is applied, the text appears as follows:

Question: {“child”; “child_make”; “make”; “make_sentence”; “sentence”; “sentence_word”; “word”}

Fig. 10. Example of applying n-Grams to a record from the dataset.

6) Term weighting: Weighting is the process by which the importance of term in the text dataset is quantified. Each term is associated with a value called a weight, which symbolizes how indispensable it is for the text mining process.

In the automated ADS symptoms detection process, Term Frequency - Inverse Document Frequency (TF-IDF) was used to determine the weights. TF-IDF is a statistical measure intended to quantify the importance of a word in a document or corpus. TF-IDF aims to reduce the influence of common words on the model [21].

F. Machine Learning

ML is a subset of AI that focuses on developing systems capable of learning and making decisions without being explicitly programmed. The automated detection of ASD symptoms in text data involved the exploration of four ML algorithms suitable for training a classification model:

- Naïve Bayes (NB) - The NB classifier is a supervised learning algorithm based on Bayes theorem. The algorithm calculates the probability of each class (labels) and then chooses the class with the most likely probability [22].
- K-Nearest Neighbors (k-NN) - The k-NN is a non-parametric algorithm that operates by finding the K nearest neighbors to a given data point based on a metric such as Euclidean distance. The class or value of the data point is then determined by the average of its K neighbors [23].
- Deep Learning (DL) - The DL algorithm is based on a multi-layer artificial neural network that is trained with stochastic gradient descent using back-propagation. The network can contain a large number of hidden layers consisting of neurons with tanh, rectifier and maxout activation functions [24].
- Random Forest (RF) - The RF is a ML algorithm that uses an ensemble of decision trees to make predictions. Each decision tree is trained on a different data subset, and the predictions of all trees are averaged to produce the final prediction [25].

In order to identify the algorithm that produces the best performing model for automated detection of ASD symptoms a cross-validation was implemented. Cross-validation is a technique used in ML for assessing and comparing learning
algorithms by dividing data into two segments: one used to train a model and the other used to validate the model [26].

The performance evaluation involved calculation of the metrics: accuracy, classification error, Cohen’s kappa coefficient, and weighted mean recall. To determine these metrics the confusion matrix was used. Confusion matrix is a performance measurement where the columns represent the predicted values and the rows represent the actual values. According to Kulkarni et al. [27] confusion matrix contains the following elements:

- True Positive (TP): Instances where the model correctly predicted the positive class.
- True Negative (TN): Instances where the model correctly predicted the negative class.
- False positive (FP): Instances where the model incorrectly predicted the positive class.
- False Negative (FN): Instances where the model incorrectly predicted the negative class.

Using TP, TP, FP, FN, and Observed Accuracy (OA) and Expected Accuracy (EA) the follow metrics were determined:

- Accuracy - The accuracy represents the percentage of correct predictions out of the total predictions and is calculated using (2).

  \[
  \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{2}
  \]

- Classification error - The classification error represents the percentage of incorrect predictions and is calculated using (3).

  \[
  \text{Classification error} = \frac{FP + FN}{TP + TN + FP + FN + TN} \tag{3}
  \]

- Cohen’s kappa coefficient – The kappa coefficient is a robust statistical metric that measures the observed versus expected accuracy and is calculated using (4).

  \[
  \text{Cohen's kappa coefficient} = \frac{OA - EA}{1 - EA} \tag{4}
  \]

- Weighted mean recall – The weighted mean recall is calculated by taking the weighted mean of negative recall in Eq. (5) and positive recall in Eq. (6).

  \[
  \text{Negative recall} = \frac{TN}{TN + FP} \tag{5}
  \]

  \[
  \text{Positive recall} = \frac{TP}{TP + FN} \tag{6}
  \]

III. RESULTS

A. Results for RQ1

Each child with ASD has a unique behavior pattern and level of severity. Some children exhibit signs of autism in early childhood, while others may develop typically in the first few months or years of life, but then suddenly become withdrawn, aggressive, or lose previously acquired linguistic abilities [28]. Fig. 11 presents most common ASD symptoms displayed by children of study participants. The process of automated detection of ASD symptoms in unstructured text data, representing parents’ responses to questions about the behavior of their children, was empirical and involved iterative refinement and experimentation with different feature representations and ML algorithms. The results of the performance metrics analysis revealed that the model trained using the k-NN algorithm produces a high accuracy of 78.69% and is feasible for ASD symptoms detection. As we progressed in exploring text mining technology in the ASD field, we identified several important implications for future research:

- The efficacy of the text mining process is contingent upon the size of the data. Identifying ASD symptoms proved to be more challenging in the concise responses provided by parents.
- The text mining technique is negatively influenced by figures of speech such as metaphors, irony, and euphemism and can introduce ambiguity in the interpretation of language. Future research should focus on addressing this limitation by improving algorithms so that they handle figures of speech more effectively.
- The limited diversity of the dataset requires caution in generalizing findings. Future research should include more diverse linguistic expressions and cultural contexts to increase the model’s applicability.

The automated detection of ASD symptoms creates opportunities for future research that can further develop healthcare technologies using text mining and ML for autism diagnosis. Automating the symptom identification process provides an efficient alternative to manually reviewing texts written by parents in questionnaires, messages and videos recorded during medical examinations. This efficiency is important for widespread implementation.

B. Results for RQ2

The results obtained from the computation of the accuracy are presented in Fig. 12. The k-NN algorithm outperformed other methods, achieving the highest accuracy of 78.69%. In contrast, the RF algorithm yielded less favorable outcomes, with an accuracy rate of only 54.25%.

The outcomes derived from the calculation of the classification error are depicted in Fig. 13. Analysis of the classification error revealed that k-NN had the lowest error rate at 21.31%, while RF registered the highest classification error of 45.75%.
The results obtained after computing Cohen’s kappa coefficient are presented in Fig. 14. This coefficient is useful in distinguishing correct predictions that occur by chance and a value below 0.40 is considered unsatisfactory. k-NN demonstrates the stronger association with a kappa coefficient of 0.68.

The results obtained from the computation of the weighted mean recall are presented in Fig. 15 and contribute to the conclusion that k-NN and DL are algorithms that produce more effective models for automated ASD symptoms detection.

Fig. 16 presents the result of testing the model trained using k-NN on a text data that was labeled with the “Communication Impairments” symptom.

IV. CONCLUSIONS

Text mining is an efficient IT concept for extracting knowledge from text data. The current study explored text mining techniques and methods in a practical way and focused on analyzing text data provided by 44 parents of children...
diagnosed with ASD, trying to identify linguistic patterns and indicators that may contribute to the detection of ASD symptoms. The data collected from the participants underwent labeling, using a scheme that comprises 19 labels. Of these, 18 correspond to ASD symptoms, while the remaining label is designated as “Asymptomatic”. The dataset was employed to train four predictive models using ML algorithms, including NB, k-NN, DL and RF.

Results obtained through text mining and ML demonstrated the feasibility of using parents’ narratives to develop predictive models for autism symptoms detection. The achieved accuracy of 78.69% highlights the potential of text mining as an autonomous and time- and cost-effective method for the early identification of ASD in children. However, it is important to mention that the ambiguous nature of language can pose challenges in the exploration process and for this reason a representative and diverse training dataset must be employed.

Future research could address the identified limitations and develop healthcare technologies based on the process of detection of ASD symptoms in unstructured text data designed in this study.
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