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Abstract—The quest for a top-rated similarity metric is inherently mission-specific, with no universally "great" metric relevant across all domain names. Notably, the efficacy of a similarity metric is regularly contingent on the character of the challenge and the characteristics of the records at hand. This paper introduces an innovative mathematical model called MCESTA, a versatile and effective technique designed to enhance similarity learning via the combination of multiple similarity functions. Each characteristic within it is assigned a selected weight, tailor-made to the necessities of the given project and data type. This adaptive weighting mechanism enables it to outperform conventional methods by providing an extra nuanced approach to measuring similarity. The technique demonstrates significant enhancements in numerous machine learning tasks, highlighting the adaptability and effectiveness of our model in diverse applications.
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I. INTRODUCTION

Similarity learning, a critical domain within machine learning, is dedicated to creating algorithms capable of determining the degree of similarity or relatedness between pairs of items [1].

This location of research reveals application throughout a huge spectrum of obligations, together with but not restrained to image type, item detection, and natural language processing, where know-how the nuances of similarity can drastically impact the effectiveness of the models deployed. At the heart of similarity getting to know lies the Siamese triplet network architecture [2], famed for its efficiency in learning excellent-grained similarity distinctions [3]. This architecture employs a specialized shape of schooling referred to as triplet loss, which optimizes the version to minimize the distance among comparable items at the same time as maximizing the space among diverse ones inside a learned embedding area [4].

Despite the plethora of distance metrics [5] to be had for deployment in the distance layer of Siamese models, including Euclidean distance and cosine similarity, the selection of the most appropriate metric stays critical to the achievement of the getting to know manner. In this context, the paintings introduces MCESTA [6], an innovative method that synergizes a couple of similarity metrics [5], every fine-tuned with task-precise weights, to achieve superior performance in similarity mastering responsibilities. Through this composite metric machine, MCESTA seeks to set up a new benchmark in the discipline, imparting a flexible and sturdy way to the challenges of similarity measurement.

Siamese triplet networks are a type of neural network that is often used for similarity learning. Siamese triplet networks are trained using a loss function called triplet loss. Triplet loss encourages the network to learn a similarity function that places similar images close to each other in the embedding space and dissimilar images far apart.

There are a variety of different distance metrics that can be used in the distance layer of a Siamese model. Some of the most common distance metrics include:

- Euclidean distance [5]: Euclidean distance, a key metric in the domain of vector spaces, measures the length of a straight segment directly connecting two vectors. In mathematics, it is a standard or measure of the vector distance between two points in multidimensional space. This distance measure obeys the principles of Euclidean geometry, providing a sensitive measure of the separation between vectors.
- Cosine similarity [5]: A key concept in vector space analysis, cosine similarity, refers to the cosine of the angle formed between two vectors. This similarity measure is particularly sensitive to high-altitude areas, where it measures the directional alignment of the vectors rather than their magnitudes. It ranges from -1 to 1, where 1 indicates perfect alignment, 0 indicates orthogonality, and -1. 1 indicates diametric opposition. Cosine equations excel in capturing systematic relationships and patterns in datasets, making them a common choice in scientific and machine learning applications.

In the study, MCESTA is employed as a metric of similarity, representing a combination of three standard similarity metrics [6].

This paper is organized into six main sections, each designed to systematically explore and present the research conducted. Section II delves into the existing literature and studies that have set the foundation for the current investigation, providing a context for the proposed methodology and highlighting the gaps and opportunities for innovation. Section III introduces the novel methodology developed for this study, detailing the theoretical underpinnings, the design of the Siamese Network, and the rationale behind the choice of encoder and feature vectors. Section IV describes the experimental framework, including the dataset used, the configuration of the
network, and the specifics of the implementation that enable a thorough examination of the proposed approach. Section V presents the outcomes of the experiments, analyzes the findings in depth, compares them with existing methods, and discusses the implications and the potential impact of the study. Finally, Section VI summarizes the key findings, acknowledges the limitations of the study, and outlines directions for future research, encapsulating the contribution of the work to the field of similarity learning and face recognition technologies.

II. BACKGROUND

A. Similarity Learning

The notion of similarity is very important in computer science and mathematics. Different methods of analogy can be used when comparing two vectors with different elements. The choice of method depends on the main objective of the comparison, which includes methods such as Euclidean distance, Pearson correlation coefficient, Spearman’s rank correlation coefficient [7].

Similarity learning is a supervised machine learning technique in artificial intelligence. Regression is closely related to classification, but the goal is to find a similarity function that shows how similar or related two things are. This has applications in ranking, recommendation systems, visual recognition tracking, face verification, and speaker verification [8].

Four patterns of similarity and metric distance learning are common [3]:

1) Learning Regression Analogy:
- There are two in this case \((x_i^1, x_i^2)\) have given proof of their similarity \(y_i \in \mathbb{R}\).
- The goal is to find a function that calculates \(f(x_i^1, x_i^2) \sim y_i\) for each new sample written three times \((x_i^1, x_i^2, y_i)\).
- This is usually achieved by reducing regular loss \(\min_W \sum_i \text{loss}(W; x_i^1, x_i^2, y_i) + \text{reg}(W)\).

2) Study Taxonomic Similarity:
- Given two such elements \((x_i, x_i^+)\) and unequal elements \((x_i, x_i^-)\).
- As a binary label for each pair \((x_i^1, x_i^2)\) \(y_i \in \{0, 1\}\) determining their equations.
- The aim is to find a classifier that can decide whether two other objects are the same or not.

3) Study Group Equation:
- Given triple factors \((x_i, x_i^+, x_i^-)\) with relative similarities following a predefined order.
- The objective is to find the function \(f\) which gives every other triple \((x, x^+, x^-)\) that \(f(x, x^+) > f(x, x^-)\) (inverse learning).
- This scheme assumes easier maintenance compared to regression.

4) Local Hot Hashing (LSH):
- LSH hashes input objects so that similar objects map to the same “buckets” in memory with high probability.
- Commonly used in nearest-neighbor searches in large, high-dimensional databases, such as image databases, document stacks, and genome databases.

A prevalent strategy for learning similarity involves modeling the similarity function as a bilinear form. For instance, in ranking similarity learning, the aim is to learn a matrix \(W\) that parameterizes the similarity function \(f_{W}(x, z) = x^T W z\). When data is abundant, a common approach is to utilize a siamese network—a deep network model with shared parameters [3].

B. Similarity Models

Similarity models play a crucial role in various domains, ranging from information retrieval and data analysis to machine learning and pattern recognition. These models are designed to quantify the likeness or resemblance between different entities, such as documents, images, or data sets. They form the basis for numerous applications, aiding in tasks like recommendation systems, clustering, and classification. Here’s an overview of key aspects related to similarity models:

1) Euclidean Distance: The Euclidean distance [9] is a fundamental measure of similarity, representing the straight-line distance between two points in Euclidean space.

2) Cosine Similarity: The cosine similarity metric represents a text as a vector of terms, and the similarity between two texts is determined by the cosine value between their respective term vectors. Nevertheless, cosine similarity struggles to accurately capture the semantic meaning of the text [10] [9].

3) Jaccard Index: The Jaccard Index [9] calculates the similarity between sets by measuring the intersection over the union. Predominantly used in areas like information retrieval, text analysis, and recommendation systems, where set-based comparisons are essential.

4) Fuzzy Similarity Models: Fuzzy similarity models [11], like those employing trapezoidal fuzzy numbers, are designed to handle uncertainty and vagueness in data. Particularly useful in situations where data is imprecise or lacks clear boundaries, such as in linguistic variables.

5) Machine Learning-Based Similarity Models: With the rise of machine learning, similarity models leveraging algorithms like k-nearest neighbors (KNN) or deep learning-based embeddings have gained prominence [12]. These models are applicable in diverse domains, including image recognition, recommender systems, and anomaly detection.

6) Hybrid Models: Hybrid similarity models combine multiple similarity measures to enhance performance and address specific challenges. Especially beneficial when dealing with diverse data types or when aiming for a more comprehensive understanding of similarity.

7) Graph-Based Similarity Models: Similarity models based on graph theory consider relationships and connections between entities in a network [13]. Applied in social network analysis, recommendation systems, and community detection.

In conclusion, similarity models are versatile tools with applications spanning various domains. Their effectiveness depends on the nature of the data and the specific requirements of the task at hand. Advances in machine learning and data representation continue to contribute to the development of more sophisticated and context-aware similarity models.
C. An Intelligent Similarity Model MCESTA

The mathematical model proposed in this paper uses fuzzy estimation systems to determine the value of the effective load. These weights are associated with methods that are able to handle a significant amount of information. The importance weights are calculated using a Mamdani-type fuzzy inference system (FIS), using the cosine coefficient and the Jaccard index. Three properties of the model are also demonstrated, one of which is useful for use with large datasets [6]. MCESTA (Mohamedou Cheikh Elghotob Cheikh Saad bouh Cheikh Tourad Abbass) is the new estimation algorithm proposed in this paper, representing MC Tourad and A Abdali. It acts as a great similarity distance between generalized trapezoidal fuzzy numbers (GTFNs) and is a hybrid of the similarity measure. In order to distinguish between the proposed method and the existing methods, a comparative study is carried out based on 21 different generalized trapezoidal fuzzy numbers (GTFNs) This study shows that the proposed model is more reasonable than existing methods and can overcome current limitations system.

\[
MCESTA(T, \bar{H}) = \sum_{k=1}^{n} \alpha_k \cdot S_k(T, \bar{H}), (1)
\]

where

\[
S_k(T, \bar{H}) = \sum_{q=1}^{m} \beta_q \cdot S_{qk}(T, \bar{H}), (2)
\]

and

\[
\sum_{k=1}^{n} \alpha_k \leq 1, \sum_{q=1}^{m} \beta_q \leq 1.
\]

where \(S_k\) is a similarity method between \(T\) and \(\bar{H}\), and \(S_{qk}\) is a similarity sub-measure between \(T\) and \(\bar{H}\).

III. RELATED WORK

The panorama of similarity learning is rich and sundry, with a wide array of strategies and fashions proposed to deal with the intricacies of measuring similarity. Among these, Siamese triplet networks have emerged as a cornerstone, specifically for his or her software in generating embedding that mirror the relative similarities amongst facts points. Central to the operation of those networks is the idea of triplet loss, a mechanism that has been extensively studied for its effectiveness in distinguishing among pairs of similar and assorted items [3].

In a study by Vorontsov et al [14], the authors addressed the challenge of comparing transcription factor binding site (TFBS) models, focusing on positional weight matrices (PWMs) in particular common PWMs to quantify TF binding; however, different ones arise when TF-binding DNA fragments obtained from different experimental methods give rise to similar but not identical PWMs. Existing tools often compare matrix elements directly to PWMs, which can be limiting, especially when dealing with log-odds PWMs where negative factors do not contribute to high-scoring TF binding sites To address this, Vorontsov et al. A practical method based on a Jaccard index was introduced, which takes into account PWM and the respective scores, this new method simplifies TFBS modeling if TFBS modeling is done by various methods, such as raw-state counts, log anomalies PWMs and comparison f The proposed algorithm, implemented in the software MACRO-APE (MAtrix CompaRisOn by Approximate P-value Estimation), efficiently computes similarities based on Jaccard index for two TFBS samples The software is more work, accommodating TFBS models of different lengths and construction methods. The authors also present a two-pass scanning algorithm for detecting query-like PWMs presented in the collection [14].

Concurrently, the exploration of distance metrics plays a essential role in the development of similarity learning models. Traditional metrics like Euclidean distance and cosine similarity were the situation of a great deal studies, every with its own set of advantages and barriers relying on the software domain. Recent improvements have sought to transcend those barriers via featuring hybrid or composite metrics that integrate the strengths of individual measures.

Against this backdrop, MCESTA represents a huge leap ahead, embodying the next generation of similarity metrics via harnessing the power of multiple metrics tailor-made through adaptive weighting. This approach now not best addresses the inherent boundaries of unmarried-metric procedures however also introduces a level of customization formerly unseen in the discipline. The evaluation of related works underscores the evolutionary trajectory of similarity learning, setting the stage for MCESTA’s contribution to this ongoing narrative.

A. Siamese Neural Network

Siamese neural networks consist of two identical artificial neurons, each capable of learning a hidden representation of the input vector Both neurons are feedforward perceptrons and use error surface propagation during training. They operate simultaneously, process the input vector independently, and subsequently compare their output, usually using a cosine distance measure. The execution result of the Siamese neural network can be interpreted as the logical similarity between the predicted values of the two input vectors [7]. See Fig. 1 for illustration.

1) Architecture: Siamese Network is a type of network architecture that contains two or more identical sub-network used for generate feature vectors for each input and compare them. A Siamese Neural Network is a class of neural network architectures that contain two or more identical sub-networks. Identical, here means, they have the same configuration with the same parameters and weights. Parameter updating is mirrored across both sub-networks. It is used to find the similarity of the inputs by comparing its feature vectors, so these networks are used in many applications [15] [16].

The architecture is as follows:

- Feature Extraction layers: Each sub-network contains an encoder that converts input into a dense vector. This encoder typically consists of multiple layers of neural
units, such as CNN, LSTM, GRU, or fully connected layers. The shared weights ensure that both sub-networks learn similar representations for similar inputs [17]. The encoded vectors are then passed through additional layers for feature extraction. These layers learn to extract high-level features that are important for measuring text similarity.

- **Distance layer:** The final output of the sub-networks is a pair of feature vectors. The similarity between the inputs is computed using a distance metric, such as Euclidean distance or cosine similarity, between these vectors. Smaller distances indicate higher similarity [18].

The Siamese Deep Neural Network’s architecture and training process make it a powerful tool for measuring similarity, as it can capture subtle semantic relationships between inputs and provide accurate similarity scores.

### B. Triplet Loss

Triplet loss are similar to Contrastive Loss, but it take three inputs instead of two: an anchor A, a positive P, and a negative N. The goal of the network is to learn a representation for each image such that the distance between the anchor and positive image is smaller than the distance between the anchor and negative image [19] [20].

\[
\begin{align*}
    d(A,P) &= \| f(A) - f(P) \|, \\
    d(A,N) &= \| f(A) - f(N) \|
\end{align*}
\]

And we want:

\[
\begin{align*}
    \| f(A) - f(P) \| &\leq \| f(A) - f(N) \|, \\
    \| f(A) - f(P) \| - \| f(A) - f(N) \| &\leq 0.
\end{align*}
\]

When the input are the same, and so

\[
d(A,P) = d(A,N) = 0, \text{ the loss is equal to zero. This is call trivial solution.}
\]

To prevent trivial output, a new term called margin is introduced, which pushes the anchor-positive pair and the anchor-negative pair further away from each other

\[
\begin{align*}
    \| f(A) - f(P) \| + \text{margin} - \| f(A) - f(N) \| &\leq 0 \quad (7) \\
    L(A, P, N) &= \max(\| f(A) - f(P) \| + \text{margin} - \| f(A) - f(N) \|, 0) \quad (8)
\end{align*}
\]

The **Cost function**:

\[
J = \sum_{i=0}^{n} L(A^{(i)}, P^{(i)}, N^{(i)}). \quad (9)
\]

### IV. APPROACH

The innovative proposed approach consists of integrating MCESTA into the Siamese Network architecture by replacing the cosine distance in the existing Siamese architecture (see Fig. 2) with the MCESTA model. This modification has yielded extraordinary results compared to other methods mentioned in the related works.

![Fig. 1. Understanding the Siamese neural network: Architecture and cosine distance metric [7].](image1)

![Fig. 2. Understanding the Siamese neural network: Architecture and MCESTA similarity model.](image2)
same label, then the network should learn the parameters, i.e. the weights and the biases in such a way that it should produce a smaller distance between the two images, and if they belong to different labels, then the distance should be larger.

The Encoder is responsible for converting the passed images into their feature vectors. We’re using a pretrained model, Xception model which is based on Inception-V3 model. By using transfer learning, it is possible to significantly reduce both the training time and the size of the dataset required.

The Model is connected to Fully Connected (Dense) layers and the last layer normalises the data using L2 Normalisation. (L2 Normalisation is a technique that modifies the dataset values in a way that in each row the sum of the squares will always be up to 1).

A Siamese Network is created to process 3 input images (anchor, positive, negative), utilizing the encoder to encode the images into their respective feature vectors. Those features are passed to a distance layer which computes the distance between (anchor, positive) and (anchor, negative) pairs. A custom layer is defined for computing the distance, wherein MCESTA is employed as the metric of similarity instead of other metrics.

- Training: The network is trained using a triplet loss function. This loss penalizes the model when the similarity of positive pairs is below a certain threshold and when the dissimilarity of negative pairs is above another threshold. This encourages the network to learn meaningful and discriminative representations.

A Siamese Network is created to process 3 input images (anchor, positive, negative), utilizing the encoder to encode the images into their respective feature vectors. Those features are passed to a distance layer which computes the distance between (anchor, positive) and (anchor, negative) pairs. A custom layer is defined for computing the distance, wherein MCESTA is employed as the metric of similarity instead of other metrics.

- Training: The network is trained using a triplet loss function. This loss penalizes the model when the similarity of positive pairs is below a certain threshold and when the dissimilarity of negative pairs is above another threshold. This encourages the network to learn meaningful and discriminative representations.

Creating Triplets: Generating (Anchor, Positive, Negative) Face Data
Creating the Model: Encoding Images and Defining Siamese Network
Training: Utilizing Triplet Loss Function
Evaluation: Assessing Model Performance

Fig. 3. Siamese Neural Network Training Process

V. EXPERIMENTAL

A. Implementation

Implementing a model necessitates integrating a custom training loop, a custom layer for distance computation utilizing MCESTA, and a loss function. This configuration facilitates the calculation of triplet loss using the three embeddings generated by the Siamese network. A Mean metric instance is established to monitor the training process’s loss. The training of the Siamese-model will proceed on batches of triplets, with the training loss and additional metrics from testing reported every epoch. Model weights will be saved whenever an improvement over the previous max-accuracy is achieved.

B. Dataset

The Face Recognition Dataset, derived from the Labeled Faces in the Wild Dataset (LFW) which is a database of face photographs designed for studying the problem of unconstrained face recognition. This database was created and maintained by researchers at the University of Massachusetts, Amherst (specific references are in Acknowledgments section). 13,233 images of 5,749 people were detected and centered by the Viola Jones face detector and collected from the web. 1,680 of the people pictured have two or more distinct photos in the dataset. The original database contains four different sets of LFW images and also three different types of “aligned” images. According to the researchers, deep-funneled images produced superior results for most face verification algorithms compared to the other image types. Hence, the dataset uploaded here is the deep-funneled version. The dataset is utilized for developing face detection and recognition models. This dataset comprises JPEG images of famous individuals collected from the internet (see Fig. 4). More details can be found on the official website: http://vis-www.cs.umass.edu/lfw/

VI. RESULTS AND DISCUSSION

A. Training Loss

Fig. 5 shows the training loss for a machine learning model. The x-axis represents the number of training epochs, and the y-axis represents the loss. The loss is a measure of how well the model is performing on the training data. A lower loss indicates that the model is performing better.
Fig. 5 shows that the loss decreases over time, which indicates that the model is learning. The loss is still decreasing at the end of the training, which suggests that the model could continue to improve with more training.

Fig. 5 shows a plot of training loss over time. The training loss is measured on a scale of 0 to 0.47131. The training loss decreases over time, starting at 0.47131 and decreasing to 0.00015 at the end of training.

Fig. 5 shows that the model is training well and is likely to perform well on new data.

B. Testing Accuracy

Fig. 6 shows a graph of testing accuracy over time. The x-axis represents the number of training epochs, and the y-axis represents the testing accuracy. The testing accuracy is a measure of how well the model performs on data that it has not seen before.

Fig. 6 shows that the testing accuracy increases over time, which indicates that the model is learning to generalize to new data. The testing accuracy is still increasing at the end of the training, which suggests that the model could continue to improve with more training.

Fig. 6 shows a plot of testing accuracy over time. The testing accuracy is measured on a scale of 0.9 to 0.94. The testing accuracy increases over time, starting at 0.9 and increasing to 0.94 at the end of training.

Fig. 6 shows that the model is training well and is likely to perform well on new data. However, it is important to monitor the testing accuracy to ensure that the model is not overfitting to the training data.

Fig. 7 shows a confusion matrix for a binary classification problem. The confusion matrix is a square table that shows how many instances were predicted to be in each class, and how many were actually in each class.

In the confusion matrix you sent, the actual classes are...
"true similar" and "true different", and the predicted classes are "predicted similar" and "predicted different".

The diagonal cells of the matrix show that 41.80% of the instances were correctly predicted to be similar, and 44.34% of the instances were correctly predicted to be different.

The off-diagonal cells of the matrix show that 8.20% of the instances were incorrectly predicted to be similar, and 5.66% of the instances were incorrectly predicted to be different.

The confusion matrix shows that the model is performing well on this problem. The model is correctly predicting more instances than it is incorrectly predicting, and the off-diagonal cells of the matrix are relatively small.

The choice of comparing MCESTA with Euclidean and Manhattan distance guided by the characteristics of dataset. This table presents a comparison of different methods based on two key metrics: loss and accuracy on a test dataset. In this comparison:

The MCESTA method has the lowest loss (0.00015), indicating that it performs the best in terms of minimizing errors during training. This suggests that it’s effective in optimizing the model’s parameters. The MCESTA method also has the highest test accuracy (0.91438). This means that it performs best in making correct predictions on unseen data, which is a crucial measure of a model’s overall performance.

The Euclidean method also demonstrates strong performance with a low loss (0.00040) and good test accuracy (0.87695).

The Manhattan method has a higher loss (0.00122) compared to the other two methods, indicating that it incurs more errors during training. Its test accuracy (0.86132) is lower than that of the MCESTA and Euclidean methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Loss</th>
<th>Accuracy on test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euclidean</td>
<td>0.00040</td>
<td>0.87695</td>
</tr>
<tr>
<td>Manhattan</td>
<td>0.00122</td>
<td>0.86132</td>
</tr>
<tr>
<td>MCESTA</td>
<td>0.00015</td>
<td>0.91438</td>
</tr>
</tbody>
</table>

In summary, this Table allows you to compare the performance of different methods in a specific task. The choice of the most suitable method may depend on the specific requirements of your project, but based on these metrics, the "MCESTA" method appears to be the best-performing one.

VII. CONCLUSION

The conclusion drawn from this study effectively captures the key insights and breakthroughs in the realm of similarity learning. It emphasizes the critical importance of selecting an appropriate similarity metric, meticulously customized to align with the specific demands of the task and the peculiarities of the data involved. This strategic customization is vital for the optimal performance of machine learning models, especially in scenarios that necessitate precise measurements of data point similarities. The approach of using Siamese Network and MCESTA method boasts the lowest loss (0.00015), signifying its superior performance in minimizing errors during training, and a corresponding high test accuracy (0.91438), indicating its proficiency in making accurate predictions on unseen data. This underscores its effectiveness in optimizing the model’s parameters.

Highlighting the cutting-edge performance of Siamese triplet networks within similarity learning, the study showcases these networks as exemplars of significant advancements in both architecture and methodological approaches within this sphere.

At the heart of the study’s contributions is the unveiling of MCESTA, an innovative method poised to substantially elevate the domain of similarity learning. MCESTA's unique approach, which amalgamates multiple similarity functions each accorded with a task-specific weighting, presents a more adaptable and efficacious strategy for addressing a broad spectrum of challenges. This comprehensive approach not only facilitates a deeper and more nuanced application of similarity metrics but also opens up prospects for ongoing innovation and enhancement within machine learning tasks.

Ultimately, this study sets a solid foundation for subsequent research and practical applications of similarity learning, spotlighting MCESTA as a pioneering innovation. It advocates for a detailed and task-specific consideration of similarity metrics, alongside introducing an architecture that markedly propels the field forward. This exploration heralds new paths for augmenting machine learning models and their utility across a vast array of domains, promising significant implications for future advancements.
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