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Abstract—Based on the high dynamic of Sentiment Analysis (SA) topic among the latest publication landscape, the current review attempts to fill a research gap. Consequently, the paper elaborates on the most recent body of literature to extract and analyze the papers that elaborate on the clustering algorithms applied on social media datasets for performing SA. The current rapid review attempts to answer the research questions by analyzing a pool of 46 articles published between Dec 2020 – Dec 2023. The manuscripts were thoroughly selected from Scopus (Sco) and WebOfScience (WoS) databases and, after filtering the initial pool of 164 articles, the final results (46) were extracted and read in full.
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I. INTRODUCTION

The demand for seamless and simple contact between humans and machines has long been desired, since Turing test [1], and in the last years has grown significantly in a society that is getting more and more digitalized.

Social networks offer internet communities where users may simulate human social interactions. One of the most well-known [2] micro blogging sites is Twitter [3], [4], rebranded in X since July 2023. With 500 million daily tweets, 152 million active users per day, and 330 million active users per month [5], enables users to submit real-time, succinct messages (maximum 280 characters) on diverse social and personal topics. Every three days, more than one billion new Tweets are published on Twitter/X [6]. Researchers have extensively examined Twitter/X data to answer a variety of research problems, including detection of sentiments [7]. Twitter/X data analysis for sentiment/emotion/mood/opinion extraction is considered a difficult challenge in human computing. However, because tweets are limited to 280 characters, individuals tend to use casual language, which makes it difficult to understand the true mood behind tweets [8]. Also, due to the high number of total registered users (650 million) and instant notifications [9], [10] over a broad range of mobile equipment’s, Twitter provide useful datasets for research to help better understand public behaviors, opinions, and sentiments [11]. This review is built on Social Media (SM) datasets where Twitter/X was found to be the most prominent for many reasons, such as: high data volume, public data availability, hashtags (relevant for clustering analysis), text-based posts, real-time analysis and abundant recent publications which are conducive to performing a comprehensive investigation.

Natural Language Processing (NLP), translates human language into machine language to facilitate interactions between humans and machines, was born out of this need. SA, a component of NLP, is employed in SM and other online environments to analyze and understand the emotions, opinions, and attitudes expressed in text. This endeavor can be done through a variety of methods, including Machine learning (ML) [12], [13], [14], NLP [15] [16], and text analytics [17], [18]. To evaluate whether a text’s overall sentiment is positive, negative, or neutral is the ultimate goal of SA. The outcome is often a score or a label that describes the text’s sentiment. Applications for this kind of analysis include SM monitoring, marketing, and customer service.

Overall, SA employs both ML and NLP methods. The models are used to estimate the sentiment of observed text after being trained on labeled data that comprises text and the appropriate sentiment (positive, negative, or neutral). While labeled data is often used in SA, there are several techniques that can be used to estimate the sentiment of text without prior labeled data, depending on the specific use case and available resources. It can be mentioned here Unsupervised SA [2], [19], Lexicon-based SA [9], [19], Transfer learning [20] and Active learning [21]. The goals of SA are accomplished through a number of phases. These actions may consist of data collection, data preprocessing, feature extraction, model training, model evaluation, model deployment. In this process, the most representative task is the choice of the algorithm which mainly depends on the goal and the resources of the project.

Algorithms are sets of instructions or rules that are followed in a specific order to accomplish a specific task or solve a specific problem. They are crucial in SA as they are used to automatically process [22], [23], [24] and analyze text data to determine the sentiment or emotional tone. Without algorithms, SA would be a manual and time-consuming process. Algorithms in SA can be used to classify text into positive, negative, or neutral sentiment categories, to generate a sentiment score or to create clusters based on similar patterns.

Due to the dynamics in this topic (SA), the current manuscript’s aim is to analyze the literature in the period Dec 2020 – Dec 2023 for extracting the approach of the articles that deal with SA clustering algorithms applied on Twitter/X datasets. The investigation highlights the domains where the clustering algorithms are being employed, the most relevant
methods as well as the newly developed algorithms. The accuracy comparison will be displayed where this information is available. The contribution of such an investigation is relevant as it provides the best practice for anyone interested in matching the algorithm with the applicable sector/s by emphasizing the new discoveries. Although SA topic has abundant literature and many reviews exist, most of them refer to classification algorithms while those dealing with clustering have different approaches than the current paper. The current review is structured as follows: Section I presents the general background for the topic, Section II illustrates the selection process of manuscripts as well as the inclusion and exclusion criteria, Section III presents results, by describing the SA algorithms with an emphasize on the clustering situation and Section IV presents the Discussion on results while Section V details the conclusions and future research paths.

II. MATERIALS AND METHODS

A. Research Questions

The current study attempts to identify the most popular (1) clustering algorithms, the domains (2), and their performances (3) by quickly reviewing the relevant literature. After reviewing the literature analysis and using the key phrases to search the WoS and Sco databases, the intermediate findings show that there is a large amount of research on SA (mainly Twitter/X) dataset and the number of papers produced each year is growing exponentially. Despite that there are many reviews, only a small number of them address clustering algorithms as the majority focus on classification algorithms within Twitter/X datasets. In addition, no review was identified starting with 2020 that has a similar scope to the one in this research. As a result, the article aims to provide answers to the following research questions:

RQ1 – Which are the most employed clustering algorithms within the researches that perform SA using Twitter/X datasets, since 2020 to date, and what are their benefits and performances?

RQ2 – What are the sectors of activity where the clustering algorithms were used within the selected literature?

In order to answer the research questions, WoS and Sco databases of article were used as the primary data source since they have the most pertinent papers that have been published in reputable journals which follow the peer review process.

B. Research Methodology

The decision to perform a rapid review was founded on the advantages it brings, namely because it offers accurate information while promoting the exploration of original perspectives [25, 26]. In order to build the current review, it was employed the truncation strategy for all the three phrases to include all of the expression's variants in the search [25]. As it can be seen in Fig. 1, the essential search combination was ("sentiment analysis" AND cluster* AND ("social media" OR "social network")) applied on Titles, Abstracts and Author’s Keywords while the publication years were set between 2020 and 2023. Upon completion the first phase 164 results (from WoS (61) and Sco(103)) were obtained, and two exclusion phases were further employed: Firstly, there were removed all document types except Articles and Reviews as most conference articles are the short and incomplete version of the Articles (1); the results which were not yet published (2) and manuscripts elaborated in other languages that English (3) have been eliminated as well. Further, the obtained references were merged into the same file and duplicates from the two databases were removed; Secondly, within the 77 intermediary results, 31 manuscripts were removed as the author/s did not employ clustering analysis but just listed a form of the keyword “cluster”. The remaining 46 manuscripts (44 articles and 2 reviews) were read in full and extracted the most relevant information required for answering the RQs. The findings are presented in the Results Section.

EndNote Online appropriately manages the references, removes duplicate sources, saves, organizes, and cites the list of references for a study. VOSViewer program was employed in this study as it is recognized to give cutting-edge methods for network layout and network clustering [27], to better extract the key domains and key associated relevant terms [28] from the list of selected articles (N=46). From Fig. 2 can be depicted the two clusters, one related to SA, SM and dataset (Twitter/X) and the second which is technological-related and contains the AI technologies and other clustering related concepts.

While cluster 1 - red contain SA keyword with the highest frequency of appearance (based on the association strengths), cluster 2 - green illustrate the most frequently used clustering algorithms found within the results (N=46), namely K-means, Hierarchical (mostly HAC) and DBSCAN.

The network map (see Fig. 2) is created based on the association strengths and highlights the clustering technologies used in the SA on Twitter/X dataset and contributes to answering the RQ1. The dominant keyword for all articles included in the study, as shown in Fig. 3, is SA, while closely related terms like Twitter/X, datasets, and SM come in second and third, respectively, with respect to their intensity. It can also be noticed that Covid-19 topic is a very common term within the selected papers, and this is expected as the analysis include manuscripts published within Dec 2020 – Dec 2023.

The clusters and density visualization are accessible in Fig. 3 where it can easily be observed the two formed clusters, highlighted with red and green background colors. The green cluster illustrates the highest weight (importance) on the association between the links for the keywords ML, NLP, clustering algorithms, topic modelling which validates the references included in the selection. The visual representation of clusters in Fig. 3 may be considered a confirmation for the proper selection of the articles, which is in line with the declared keywords: SA, Twitter/X dataset and clustering algorithms.
Fig. 1. The literature selection methodology based on PRISMA framework.

Fig. 2. The keywords network map.
III. RESULTS

Algorithms are used in SA either to process or analyze text data to determine the sentiment or emotional tone of a text (classification) or to group related entries in similar feature groups (clustering). In this sense, the above actions can include techniques such as NLP, ML, and Deep Learning (DL). SA algorithms can be employed for a variety of applications, such as SM monitoring, customer feedback analysis, and opinion mining analysis. This review’s main aim is to discover the answer to the RQs. In this endeavor, the results extracted from the analyzed manuscripts and presented below.

A. The Most Employed Clustering Algorithms, Their Benefits and Performances (RQ1)

Algorithm wise, there are different options that can be used for performing the SA, such as:

- Rule-based methods [23], [29]. This method uses a set of predefined rules or dictionaries to classify the sentiment of text. It can be simple but less accurate.

- Lexicon-based methods [19]. This approach uses a lexicon (a collection of words and their associated sentiments) to classify the sentiment of text. It can be simple but less accurate as well.

- ML-based methods [30], [31], [19]. In this case, it trains a model using labeled data, where the labeled data contains text and the corresponding sentiment (positive, negative, neutral) and then the model is used to predict the sentiment of un-seen text. It can be more accurate than the above two methods.

- DL-based methods [32], [33], [34]. It’s a type of ML-based methods, but it uses deep neural network architectures such as Long Short-Term Memory (LSTM) [35], [36], Convolutional Neural Network (CNN) [22] and Bidirectional Encoder Representations from Transformers (BERT) [37], [24], etc. It can achieve better results than traditional ML-based methods.

Algorithms are an essential component of any SA endeavors. The SA algorithms are used to classify the polarity of a text as positive, negative, or neutral, based on the sentiment expressed in the text. Among their various contributions to SA, the specialized literature mentions:

- Text classification [38], [31], [22]: SA algorithms are often used to classify text into different sentiment categories, such as positive, negative, or neutral. This is typically done using supervised learning algorithms, like Naïve Bayes [2], [39], Support Vector Machine (SVM) [40], [41], Logistic Regression [41], [42] or DL algorithms like BERT, LSTM and CNN.

- Opinion mining [31], [33], [22]: SA algorithms can also be employed for extracting and understanding opinions and sentiments from text. This is typically done using NLP techniques, such as sentiment lexicons, sentiment ontologies, and sentiment-bearing terms.

- Emotion detection [43], [19]: SA algorithms identify emotions in text, such as happiness, sadness, anger, and surprise. Similarly with Opinion mining this endeavor is pursued by NLP techniques as well.
• Sentiment summarization [44], [35], [45]: SA algorithms summarize the overall sentiment of a text, such as a product review, a tweet, or a news article. Consequently, this action is performed by analyzing the sentiment of individual sentences, paragraphs, or even the whole documents.

• Opinion Spam detection [19, 38]: SA algorithms may be employed to detect fake or biased reviews or opinion from text. This can be achieved by comparing the sentiment of different text and detect any suspicious patterns.

• Aspect-based SA: SA algorithms are also used to extract and understand opinions and feelings about specific aspects of a text, such as a product, a service, or a person. This action is also pursued with the help of NLP techniques (sentiment lexicons and/or ontologies).

• Clustering text [46]: These algorithms are a type of unsupervised learning algorithms that are used in SA to group similar text samples together based on their sentiment. Clustering algorithms can be useful for tasks such as discovering latent themes/topics [15] within a dataset of text or grouping similar text samples together for further analysis. In line with the above concepts, [9] use Latent Dirichlet Allocation (LDA) and K-means to extract themes among the topics dis-cussed on Twitter/X posts in relation to natural disaster. The authors identify different themes with several emotions associated with it, to cluster people’s reactions by time and location, during natural disasters. Positive and negative sentiments have both been subjected to text clustering by [17] in order to identify the main concerns that individuals have with regards to AI Ethical challenges. Other researchers [31] employ text clustering in a novel approach to extract agrarians’ recommendations to boosting crop yields by informing farmers via SA on the most recent agricultural inputs. Overall, the specific algorithm used in SA depends on the problem, the resources available and the desired accuracy.

The main objective of clustering algorithms in SA is to group together [46], [17], [34] reviews or texts that express similar opinions, attitudes, or emotions. This can be useful in identifying common themes or topics in a set of reviews, understanding how different sentiments are distributed across a dataset, and identifying outliers or abnormal observations.

Clustering algorithms used in SA typically work by analyzing a set of features extracted from the text, such as word frequency [13], sentiment scores [40], [22] or other metrics [47]. These features are then used to calculate the similarity between different reviews, which is used to group similar reviews together into clusters.

Some examples of clustering algorithms employed in SA research endeavors include K-means, Hierarchical Clustering, Density-Based Spatial Clustering of Applications with Noise (DBSCAN), Expectation-Maximization (EM), Gaussian Mixture Model (GMM), Affinity Propagation (AP), Spectral Clustering and Self-Organizing Map (SOM). Some authors use these algorithms in different combinations [38], [48] to achieve the best results, depending on the nature of the data and the specific requirements of the task.

1) Topic modeling techniques in NLP: Topic modeling techniques are often used in conjunction with other elements, such as text preprocessing algorithms, feature extraction algorithms, and classification algorithms, to create a complete NLP system. The best choice of topic modelling option will depend on the specifics of the task, the size and quality of the dataset, and the computational resources available. Within the selected papers (N=46), the results illustrate that LDA has the highest (69%) utilization within the analyzed manuscripts, followed by LSA (20%) and NMF (11%).

Although the literature points out several topic modeling techniques in NLP, the majority of authors (69%) in the current pool of articles [54], [9] [55], [30] and many others have used LDA for topic modeling [29], [47]. In the light of the above, LDA is a generative probabilistic model of a corpus [54] used as a topic modeling algorithm that can discover the underlying themes in a collection of documents. LDA can automatically identify latent topics [15] in a set of reviews and offer a method to comprehend how various sentiments are distributed across a dataset.

2) SA clustering algorithms: Clustering algorithms used in SA are a set of unsupervised ML techniques that group similar texts (comments, reviews, posts) based on their predominant sentiment. Without the use of predetermined labels or categories, these algorithms are designed to identify patterns in the data and group related objects together. Although their majority is unsupervised, indicating they do not rely on labeled data, some can be semi-supervised, meaning they use a small amount of labeled data to guide the clustering process.

The selected body of literature is analyzed in line with the selection methodology presented in Fig. 1 and most used clustering algorithms, according with the network map in Fig. 3 used are K-means, Hierarchical (mostly HAC) and DBSCAN.

a) K-means: K-means is a popular unsupervised learning algorithm that is frequently used in SA for grouping purposes. The algorithm works by partitioning a dataset of texts into k clusters, where k is a user-specified parameter. Each cluster represents a group of texts that are similar to one another in terms of the features used to represent them. K-means' fundamental principle is to form spherical clusters, where each cluster is determined by the mean of points within the cluster. It starts with a random initialization of k centroids, one for each cluster. Each text is then assigned to the cluster with the closest centroid. The centroid of each cluster is then again calculated as the mean of all the points inside the cluster. This procedure is repeated until convergence, or a stopping condition is met. In SA, K-means algorithm takes a set of reviews as input, and for each review, a set of features are extracted such as word frequency, sentiment scores, or other metrics aiming at grouping similar reviews together into clusters. Ease of use and scalability are two of the main advantages of using K-means in SA. This fast algorithm can handle large datasets, and it is relatively easy to interpret the obtained results. It does,
however, have significant limitations, notably when working with datasets with different densities or non-spherical clusters. Additionally, it calls for previous knowledge of the number of clusters, which may not be known.

The Pension and Funds Administration’s (AFP) goal is to shield the elderly population from the threat of poverty while enabling residents to save up money for their retirement. This study uses ML models to categorize and examine the sentiments of Twitter/X users (affiliates) utilizing the hashtag #afp. With the aid of the K-Means algorithm and the unsupervised learning technique, [13] were able to count the number of clusters using the elbow approach. Last but not least, despite the fact that data normalization was performed, the SA and the clusters created show that there is a very noticeable dispersion. This is one of the few research projects that display the employed precision index (IP) formula. In this research, the IP was used to gauge the effectiveness of clustering, where \(|IP| = \sum c k=1 n(ck)/n\) and \(ck\) stands for the number of data points necessary to achieve the proper clustering for cluster \(k\) and \(n\) is the overall number of data points. The performance of clustering improves with increasing accuracy index.

In order to decide which papers should be associated with which \(T\) topics, this work [54] examines two distinct clustering approaches. These techniques combine a genetic algorithm with a local convergence process and the K-Means clustering algorithm. The approach for assessing customer service interactions given in this article may be used to understand user satisfaction with this service and the major issues that consumers are concerned about. As K-means has the highest coverage among the algorithms extract from the literature, the following paragraphs will highlight the particularities of this algorithm for several sectors of activity.

**Health & Medicine (Covid-19), customer preferences and society issue related research in-volving K-means clustering solutions**

By crawling Twitter/X tweets, the authors [12] conduct a study employing cluster analysis on Covid-19 Outbreak Sentiments with K-means. The tweets are clustered into \(k\) groups using the K-means algorithm. By using t-Distributed Stochastic Neighbor Embedding (t-SNE) approach, the findings of each cluster are presented. Lexi-con-based SA has been employed to determine the sentiments of these clusters, and word clouds are used to examine the clusters’ dominating subjects. The findings revealed nine clusters with diverse subjects, with the maximum positivity score of 83.25% and the lowest negative score of 16.75%. Word clouds are used to examine dominant subjects, and the outcomes of clustering are assessed using the 0.0070 Silhouette coefficient.

In their research [30], the authors emphasized the impact of COVID-19 and lockdowns on the agriculture sector and its related domains. The study performs SA and use K-means algorithms for clusters discovery in data. Among the findings, the most obvious one is that COVID-19 highly impacted the socioeconomic life of the people that work in agriculture as well as the agricultural sector itself.

The research in [4] contributes to the literature with the idea of amalgamation of extensive feature engineering and negation modelling with the unsupervised K-mean clustering approach for classification of large unlabeled Twitter/X corpus based on the tag #Lockdown. The novel framework of authors performs real-time labelling of Twitter/X datasets into three classes Positive, Negative, or Neutral for the textual based Twitter/X SA. The model was evaluated by inertia and silhouette score – two known evaluation metrics used to measure cluster quality – which show that the developed automatic labeling technique, applied in this context, achieves significant benefits.

In the manuscript [50], divide anomalous data into clusters using K-means to decide the anomaly type. The authors developed a framework for anomaly detection on two case studies (Corona Virus Tweet Dataset and Russia Ukraine Tweet Dataset) from Twitter/X, pre-processing of data, topic modelling, collection of the most frequently used words by applying topic modelling with LDA and Non-negative matrix factorization (NMF) [53].

Another study that performs a cluster analysis using K-means is done by [56] and analyses the polarity of Airlines Sentiment dataset to depict the customers’ sentiments regarding the airline’s services. The performance obtained on the dataset is displayed in Table I. On the same topic of analyzing customer’s sentiments, this time to-wards products, K-means is used by [58] in the Twitter/X datasets and divides it into various types of clusters base on customer’s emotions. The model has been instructed on how to compare various products and different sentiments. The K-means classification approach is applied while considering the cluster of customers who have a good opinion of the product. As a consequence, it offers a simple strategy for addressing a receptive audience directly and may reflect the growth and quality of a corporation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Domain</th>
<th>Combined</th>
<th>Precision</th>
<th>F1 Score</th>
<th>Accuracy</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corona Virus</td>
<td>Medicine</td>
<td>No</td>
<td>0.8210</td>
<td>0.8093</td>
<td>0.7857</td>
<td>[42]</td>
</tr>
<tr>
<td>Russia Ukraine</td>
<td>Politics</td>
<td>No</td>
<td>0.5635</td>
<td>0.665</td>
<td>0.7019</td>
<td></td>
</tr>
<tr>
<td>US Airlines</td>
<td>Customer review</td>
<td>No</td>
<td>0.840</td>
<td>0.730</td>
<td>0.890</td>
<td>[18]</td>
</tr>
<tr>
<td>Disaster</td>
<td>Natural disasters</td>
<td>no</td>
<td>0.957</td>
<td>0.963</td>
<td>0.997</td>
<td>[69,70]</td>
</tr>
</tbody>
</table>
To determine the ideal number of clusters every year, data visualization techniques such as term frequency, inverse document frequency, k-means clustering, and PCA were utilized by [55]. Authors used interpretation models to enable within-year (or within-cluster) comparisons after data visualization. The mate-rial inside each cluster for a particular year was examined using LDA topic modeling. To investigate the effect per cluster every year, Valence Aware Dictionary and Sentiment Reason-er SA were utilized. The average bot score per cluster each year was calculated using the Botometer automatic account check. The average number of likes and retweets per cluster was used by the authors to conduct correlations with other interesting outcome variables in order to gauge user involvement with the Dry January - a temporary alcohol abstinence campaign.

Climate change and natural disasters, involving K-means clustering solutions

Researchers [59] use correspondence analysis and the bisecting k-means algorithm to cluster tweets based on phrases that represent people's opinions. This reveals the fundamental determinants of discourses connected to carbon prices in Europe, the USA, South Africa, Canada, and Australia. The findings, which are presented in five clusters, demonstrate that views of the effects of taxes on people and companies, as well as faith in the government, are the key motivating factors for attitudes regarding carbon taxes.

Other authors [57] created and built a brand-new disaster intelligence system that automatically runs SA, automated K-Means, and AI-based translation to produce AI-driven insights for disaster strategists. The method provided crucial data for catastrophe planners or strategists, such as the natural disaster clusters that were most strongly correlated with negative feelings.

The authors [19] suggest a cuckoo search clustering technique for SA based on a roulette wheel. The proposed clustering method identifies optimal centroids from emotional datasets to determine document sentiment polarity. Tested on nine datasets, including Twitter/X and reviews of spam, its effectiveness surpasses K-means using a roulette wheel cuckoo search approach. According to their findings, the recommended strategies provide the best average precision, recall, and accuracy over 80% of the datasets.

Other researchers [9] apply K-means clustering algorithm to identify the underlying themes in the tweets for obtaining topic clusters on natural disasters dataset. During the cluster algorithm selection, authors compared it with HCA, and the results show that K-means performs better. They divided the data into three groups since it was determined that this would display the data most effectively. Cluster 0 denotes the phase of panic, during which people are distributing warning signs. Cluster 1 denotes the reactive stage, during which individuals discuss charity, wealth, and prayers. The larger of the two groups, Cluster 2, covers the stabilization period, where people were expressing gratitude for the care they had received. The results of the cluster performances reside in word clouds and charts, with no numeric values mentioned.

The research [60] identify typical daily morning congestion patterns for each route in the network to enhance the morning traffic prediction on a daily basis by clustering analysis using K-means on the reduced P-dimension matrix. The elbow approach is used to choose the optimal cluster size K. A vector of is created by a daily tweeting profile. Finally, to determine typical sleep-wake patterns observed in tweets, identical K-means clustering sets are utilized. In general, authors find that the earlier people go to bed, the more crowded the roads will be the following morning.

Society & Political views (Elections) and other subjects related research involving K-means clustering solutions

In order to differentiate political positions (left, center, right), authors in [61] applied the developed algorithm to obtain the scores of 882 ballots cast in the first stage of the convention (4 July to 29 September 2021). Then, they used k-means to identify three clusters containing right-wing, center, and left-wing positions. Our results may help us to better understand political behavior in constitutional processes.

Other authors in [62] used the k-means++ clustering method, a version of the k-means clustering algorithm that employs a smart centroid initialization strategy, to cluster the tweets (as vectors). The number of clustering iterations necessary and the regularity of the clusters are both influenced by the initial choice of centroids. The k-means++ clustering method was selected for its simplicity, effectiveness, and speed. The elbow curve method determined the optimal number of clusters for each dataset, forming topic-level clusters with similar information. Dense clusters - indicating widely shared information during an election period - were identified, with their geo-locations helping to map the topics geographically. The study analyzes user types and information patterns to observe how tweeting behavior related to the scheme changed during the election.

Authors in study [3] combine the Spider-Monkey Optimization (SMO) with K-means clustering, forming a hybrid approach (SMOK) to overcome early clustering termination issues seen in K-means. By utilizing K-means cluster outcomes to initialize the SMO population, SMOK enhances cluster quality, leading to faster convergence and superior results. It notably outperforms other algorithms like Particle-Swarm, Genetic algorithm, and Differential Evolution in computation time on Twitter/X datasets.

In conclusion, the K-Means clustering method was proven to be efficient in topics such as natural disasters [9], [57], climate change [59] the electoral campaigns [62], and politic opinion [52] and their analysis [61], traffic control (Yao & Qian, 2021), alcohol consumption [55], consumer behavior [56], medicine and Covid-19 [52], [12] analysis on the pension funds [13] domains and was analyzed the datasets from the following countries India [62], [30] USA (Pittsburg) [60], UK [55], Chile [61] and others with best results.

b) Hierarchical clustering: Hierarchical Clustering is an unsupervised learning method that is often used in SA to group similar texts. This is a tree-based clustering algorithm that builds a hierarchy of clusters by merging or splitting existing clusters. Starting with individual data points, it uses a bottom-up strategy to combine them into bigger clusters until every data point is in a single cluster. The two main approaches to hierarchical clustering are Agglomerative (bottom-up) and
Divisive (top-down) subcategories [38]. The divisive hierarchical method starts by iteratively dividing the dataset into multiple clusters. In the case of Hierarchical Agglomerative Clustering (HAC), each entry is initially clustered as a single point, which subsequently combines the smaller clusters into bigger clusters. The linking criteria of the method is used to assess cluster similarity. The following includes possible linking criteria: single linkage (SL); complete linkage (CL); average linkage (AL). The distance between two clusters in the HAC is determined by the lowest (SL), maximum (CL), or average (AL) distance between any two points in one cluster. HAC is used in SA to compile related reviews depending on their sentiment. A collection of reviews is provided as input to the algorithm, and for each review, a set of attributes such as word frequency, sentiment ratings, or other metrics are retrieved. The similarity between various reviews is then determined using these criteria, and lastly, comparable reviews are grouped together into clusters. The ability to handle non-spherical clusters and construct a hierarchical structure of clusters that can be used to understand how various attitudes are distributed across a dataset is one of the key benefits of utilizing HAC in sentiment research. Additionally, it enables the user to view the clustering outcomes as a dendrogram. However, when used on big datasets, it can be computationally costly and necessitates the selection of a link-age criterion.

The literature reviewed in the current project displays several innovative uses of this algorithm, either alone or in combination with other techniques, for performance improvements using Twitter/X datasets.

Topic modeling is essential to comprehend the tweets and group them into manageable categories. As traditional methodologies are unable to effectively handle noise, high volume, dimensionality, and short text sparseness, some authors [10] rely on topic modeling approaches to cluster the tweets (or short text messages) to groups. Their original solution uses a hierarchical two-stage clustering technique and can address the problem of data sparsity in short text. Based on their statement, their technique performed better than other algorithms based on the results of standard datasets analysis.

In study [2], the authors propose a hierarchical method to extract the important words that people talk about during the coronavirus pandemic outbreak. Thus, the most used five words repeated in the people’s posts on Twitter/X (using Coronavirus dataset) are included in each obtained cluster. Their findings demonstrate that the proposed model is capable of classifying and analyzing viewpoints presented in short text.

An original unsupervised ensemble/cooperative framework built on concept-based and HAC for Twitter/X SA is developed in [2]. The authors use four Twitter/X Dataset - Health Care Reform (HCR), Sentiment Strength (SS), Stanford Twitter/X Sentiment Test Set (STS-Test) and NewTweets (NT) - delegated to three popular HAC (SL, CL, and AL) combined with CBA in a serial ensemble manner to cluster tweets into two groups (positive and negative). Further, different feature representation methods are also examined and better performance of TF-IDF is revealed as compared to the Boolean method. The authors conclude by suggesting that CBA+CL ensemble can be the best choice among the selected clustering algorithms. According to the authors, their proposed framework is original as it has never been investigated before.

The research in [48] developed an original and simple clustering technique known as YAC2 and in study [38] extends its efficacy using three Twitter/X datasets. The technique of YAC2 is comparable to the divisive hierarchical clustering method, which divides a single cluster repeatedly into other clusters until no further clustering is possible. The efficacy of YAC2 has been demonstrated in study [48] by comparing its performance with well-established clustering algorithms (K-means, DBSCAN) on several datasets. The advantages of YAC2 include low theoretical complexity, handling of heterogeneous data, dynamic generation of cluster splits and proven high performances in comparison with DBSCAN and Spectral clustering algorithms.

c) Density-Based Spatial Clustering of Applications with Noise (DBSCAN): DBSCAN is an unsupervised learning algorithm that is often used in SA to group similar texts or reviews based on their sentiment. It is a density-based clustering algorithm that groups together data points that are closely packed together. DBSCAN algorithm is based on the idea of density reachability, which means that a point p is density-reachable from a point q if there exists a set of points which are all mutually density reachable from q and p. The algorithm defines two types of points: core points and non-core points. A core point is a point that has at least a minimum number of points (MinPts) within a distance ε (eps) from it. A non-core point is a point that is not a core point but is density-reachable from a core point. In SA, DBSCAN is used to group similar reviews together based on their predominant sentiment. The algorithm takes a set of reviews as input, and for each review, a set of features are extracted such as word frequency, sentiment scores, or other metrics. These features are then used to calculate the similarity between different reviews, which is used to group similar reviews together into clusters.

One of the main advantages of using DBSCAN in SA is that it can handle datasets with varying [63], and it does not require the number of clusters to be specified in advance (like in the case of K-means). It can also identify clusters of reviews that have similar sentiments and are close together in the feature space. However, it can be sensitive to the choice of parameters eps and MinPts and it doesn't perform well with high-dimensional data.

The research projects where this clustering algorithm was used are elaborated by [64] where authors propose a new methodology involving DBSCAN that had been applied to 7,014 tweets to identify regions of consumers sharing content about food trends. Grid maps were employed to investigate sub-regional variations and SA was utilized to address the attitude of their social representations. The study shows that the DBSCAN and SA-based technique is a legitimate research tool that may be used to identify communities with significantly diverse socio-psychological processes.

A study that applies cluster analysis with the DBSCAN algorithm is [65]. The manuscript assesses the spatial distribution of SM activities, aiming to define the concept of a
"district" through the geographical proximity of geotagged photos and texts on Instagram and Twitter/X. By setting the DBSCAN parameters to a minimum of five points and a threshold distance of 300 meters, they categorized SM posts as core (within a district), border (district edge), or outliers. DBSCAN's resistance to noise and flexibility with various cluster shapes made it ideal for this study, which examined the perception of city images in Poland's Tri-City Region using both "big data" and "small data" approaches, focusing on imageability and Lynchian features through SM analytics.

**d) Other clustering methods:** By applying a variety of cutting edge techniques, SA and the identification of significant users in social networks are enhanced in this research [32]. The tweets are grouped into topics using weighted partition around medoids (WPAM). Instead of using preset k values, an artificial cooperative search (ACS) is used to optimize the k values of WPAM. Outlier is nearly completely avoided in WPAM due to the dynamic selection of k values. As a result, it groups the tweets by subject using dynamic clustering (DC). After the dynamic clusters have been created, Stanford NLP is used to extract the subjects from each cluster.

The proposed automatic learning using CA-SVM based SA model reads the Twitter/X dataset [40]. The characteristics were then extracted from them in order to produce a collection of words. The tweets are grouped based on the phrases using TGS-K means clustering, which calculates Euclidean distance based on many variables, including semantic sentiment score (SSS), gazetteer and symbolic sentiment support (GSSS), and topical sentiment score (TSS). In comparison to the current works, the proposed model has a sentiment score of 92.05% and an accuracy score of 92.48%.

The Louvain Community Detection Algorithm (LCDA) was used by [11] to find semantic clusters. For topic modeling and semantic network clustering, the study employed the LDA method and the Louvain algorithm, respectively. The modularity score, which measures how well nodes are assigned to clusters, is maximized for each cluster using this method. The LDA approach unearths six themes, including veganism, food waste, organic food consumption, sustainable travel, sustainable transportation, and sustainable energy use. While the Louvain algorithm identifies four clusters: responsible consumption, energy consumption, lifestyle and climate change, and renewable energy. The Louvain method was also used to discover semantic clusters of latent issues since the study's goal is to find the themes and subjects linked to sustainable consumption. The study offers a novel viewpoint on several linked issues of sustainable consumption that help to sustainably level world consumption.

Due to its limited size, lack of organization, misspellings, use of slang and abbreviations, SA performed on Twitter/X datasets can prove to be a difficult task. To ease this process, Tweet Analyzing Model for Cluster Set Optimization with Unique Identifier Tagging (TAM-CSO-UIT) was developed by authors [66] utilizing prospects to assess the mood of tweets downloaded from Twitter/X. The suggested model TAM-CSO-UIT correctly analyzes and categorizes the tweets, according with the author's statements and the results reported.

Five computer nodes make up the Hadoop cluster in the study [22], namely one master node and four slave nodes. The authors have established ten evaluation measures to evaluate the experimental findings. Additionally, they executed their solution within the Hadoop cluster to avoid a lengthy execution time from their hybrid's developed Fuzzy Deep Learning Classifier (FDLC). To show the potency of their proposed classifier, an experimental comparison between our FDLC and some other ideas from the literature is conducted. The empirical findings shown that the proposed FDLC outperforms existing classifiers in terms of complexity, convergence, stability, true positive rate, true negative rate, false positive rate, error rate, accuracy, classification rate, kappa statistic, F1-score, and time consumption.

**B. The Relevant Sectors of Activity where the Clustering Algorithms were Used (RQ2)**

The current Section provides the answer to the second research question (RQ2). In the analyzed literature published in between 2020-2023, K-means, Hierarchical Clustering and DBSCAN proved to be the most used clustering algorithms. The references reveal that the algorithms are applicable in various sectors of activity, as well as in various situations: used alone or in combination with others. In order to provide the answer to RQ2, the manuscripts included in the pool of results were filtered based on the identified domain. To automatically extract the topic/sector of activity, Monkeylearn [67] tool proved to be very efficient. Based on this tool analysis, a new column was added to the database of papers, displaying the domain for each line. Therefore, for each paper in the database, the sector of activity was extracted by Monkeylearn from Title and Abstract variables, using a pretrained model.

1) **Healthcare and medicine:** Upon analysis 39% of the papers belong to the Health & Medicine sector of activity. As the review is based on the manuscripts published between 2020 and 2023, much research involving COVID-19 subject was performed. The following paragraphs display the insights extracted from the manuscripts included in the selection.

Several studies approach different hybrid clustering algorithms [47], [51], [68] while others develop new algorithms [36] for the purpose of grouping twits on similar topics related to COVID-19. Consequently, in order to understand city-level differences in emotions regarding COVID-19 vaccine-related subjects in the three biggest South African cities, [47] employ clustered geo-tagged Twitter postings. The study's findings demonstrated that clustered geo-tagged Twitter postings may be utilized to analyze the dynamics of emotions more effectively toward local discussions about infectious illnesses as COVID-19, malaria, or monkeypox. This can offer additional city-level data to health policy planners and decision-makers in planning and making decisions on vaccine reluctance for upcoming epidemics.

The authors [68] employ Uniform Manifold Approximation and Projection (UMAP) and Hierarchical Density-Based Spatial Clustering of Ap-plications with Noise (HDBSCAN). They combine the techniques to undertake a grid search for identifying the clustering model with the highest relative validity score representative for COVID-19. A total of 2666 hashtags...
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extracted from Twitter dataset related to COVID-19’s prevention strategies and vaccination were grouped into 20 topics for the two main clusters including rural and urban users. The study developed by Liu reveals how clustering algorithms used on Twitter may help with the spatially targeted deployment of epidemic prevention and management activities.

Long COVID syndrome was first described as a set of fuzzy symptoms that persisted following COVID-19 recovery using patient-created vocabulary. According to the SA performed by the authors [49], opinions about the long COVID syndrome can be equally split between positive (19.90%) and negative (18.39%). Similarly, the study performed by [33] emphasizes how the Indian government’s progressive unlocks and lockdowns of various areas during the Corona outbreak were perceived by the general population.

According to [69], influential users are considerably more important to be examined as they can provide valuable knowledge within the tweets concerning opinions related to COVID-19 vaccines. Thus, the findings enabled researchers to thoroughly examine the ego networks of the three user clusters: pro-vaxxers, neutrals, and anti-vaxxers.

2) Climate and natural disasters: With regards to this domain, the analyzed authors approach subtopics related to natural disasters. Consequently, [57] created and built a brand-new disaster intelligence system that automatically runs SA, automated K-Means, and AI-based translation to produce AI-driven insights for disaster strategies. Others [19] suggest a cuckoo search clustering technique for SA based on a roulette wheel to extract the best cluster centroids from the emotional dataset’s content. Other researchers [9] identify the underlying themes in the tweets for obtaining topic clusters on natural disasters dataset.

AI-Social Disaster is developed by [70] and represents a decision support system (DSS) for identifying and analyzing natural disasters like earthquakes, floods, and bushfires. The approach gives crucial details for catastrophe planners or strategists, such as which natural disaster clusters were linked to the most negative opinions. Further, [57] proposes another DSS that collects Tweets on natural disasters in 110 supported languages using a live Twitter feed. The aim is to produce AI-driven insights for catastrophe planners, the system automatically carries out AI-based translation, SA, and automated K-Means algorithm. There is proof that being exposed to weather hazards has a negative influence on people’s physical and mental health, especially in places affected by heat islands and climate change. The study in [71] reveals how Twitter data may be used to measure urban heat stress in real time and serve as a quick signal of times when people are feeling more uncomfortable due to the heat and are more likely to be dissatisfied with the weather.

3) Environment: In their research, [11] identify four clusters: responsible consumption, energy usage, renewable energy, and lifestyle and climate change. The SA’s findings indicate that users are more likely to have positive emotions than negative ones, and they offer a new angle on a number of interrelated issues of sustainable consumption that help to stabilize global consumption which exerts a high impact on Environment.

The study in [72] findings provide information on ways to improve knowledge sharing to improve carbon-neutral information sharing which provides policy and social implications for tackling environmental issues by analyzing social patterns on Twitter. Although carbon taxes are an efficient emission reduction strategy that benefits the environment, it is unpopular, and it is unclear why. This study [59] examines a sample of data from Twitter to identify the driving forces behind discourses about carbon prices in response to the scarcity of timely updates on people’s perspectives of the relevant topic.

The research in [60], identify typical daily morning congestion patterns for each route in the network to enhance the morning traffic prediction and decrease the daily air pollution by clustering.

The goal of the author's [73] exploratory study is to locate, group, and assign an emotional value to tweets that contain the phrases "university" and "sustainable" in Spain relative to the rest of the globe. The findings highlight important aspects of the environment, research, and innovation via the lens of universities’ contributions to local communities. They also offer an entrepreneurial perspective and highlight how academic knowledge is really used in the workplace.

4) Society and political views (Elections): The majority of studies include different tool developments and analyses performed during election campaigns. Consequently, a study demonstrates that during an election campaign, only the information that has been extensively disseminated is in the heart of the densest clusters. The geographic distribution of these clusters helps to group various topics together. Thus, [62] examines, in India, the types of users and information patterns to ascertain how the scheme-related tweeting patterns changed during the course of elections. The study reveals that a significant number of government-related tweets are generated during the voting periods and election length. The location of the voting phase, however, has no relevance to it. In future voting stages, the positive news outweighs the negative tweets and complaints that were generated in the initial voting phase. In order to gauge the emotional impact of the messages released by various Spanish Newspapers, NLP techniques and ML algorithms are used on this research [74] to discover the predominant topics linked to the elections as well as to highlight the candidates and political parties. The findings show the degree of attention given by the media to the regional election debates and campaign activities in Madrid.

The study in [61] aims to differentiate political positions (left, center, right) in Chile by developing an algorithm to obtain the scores of 882 ballots cast in the first stage of a convention. The authors employ k-means to identify three clusters containing right-wing, center, and left-wing positions and the results may prove to be efficient in the better understanding of political behavior within the constitutional processes.

In relation to Society, a study developed by [75] reveals that Twitter data offers a distinctive and practical source of
information for the analysis of significant civic movements, such as large-scale protests across numerous European nations. Additionally, such an approach might highlight significant spatiotemporal and emotional trends, which may also help to comprehend how protests escalate through space and time. Moreover, the inhabitants of a region may presently convey their own experiences with warm weather as well as their sentiments about it on SM. The public mood and health of an area may be reflected in the geotagged, time-stamped, and easily available SM databases, according to a recent study published by [71]. Further, research on the emotional data may be done using the Roulette wheel selection based cuckoo search clustering method [19]. The approach created by [19], [17] and [5] prove to have important and practical implications for creating a system that can produce accurate remarks on any societal issue with massive impact on the inhabitants.

IV. DISCUSSION

SA algorithms have been advancing rapidly in recent years, thanks to breakthroughs in ML and NLP research. Within this section, several discussions shall be conducted on the key advancements encountered in SA algorithms, State-of-the-art performance in many NLP tasks, including SA, has been attained by DL models like BERT, Generative Pre-trained Transformer 3 (GPT-3), and XLNet. GPT-3, developed by OpenAI, can produce human-like prose on a variety of themes and was trained on a varied collection of online content. In 2019, researchers at Google AI created XLNet, another cutting-edge language model for NLP activities built on the transformer architecture, like BERT and GPT-2. Unlike GPT-3, XLNet uses an autoregressive language modeling approach, to predict each token in a sequence based on all the tokens that come before it. In the light of this information, XLNet captures complex dependencies and interactions between the tokens in a sequence, leading to higher performance on a wide range of NLP tasks, including SA. These new DL models (BERT, GPT-3, and XLNet) are able to recognize more sophisticated and subtle expressions of sentiment as well as the context and meaning of each word inside a phrase. Another advancement is the use of transfer learning, where a pre-trained model is fi-ne-tuned on a specific task, this allows the model to learn task-specific features while still retaining the general-purpose understanding of language learned during pre-training. This strategy can lead to enhancements in the SA model performance, particularly when training is scarce. Although the above technologies have made significant advancements in NLP and AI, they are still far from perfect and have limitations and challenges that need to be addressed. The existing AI technologies have been built over many years and have been re-fined and improved through countless iterations and experiments. Therefore, it is unlikely that they will be replaced overnight by new technologies, as there is a significant amount of knowledge and expertise that has gone into their development.

In the light of the above, it is still relevant to rely on the current technology and therefore, this review contributes to the domain. The recent research has focused on the existing technology to develop more robust models that can handle noise and outliers in the data, like sarcasm, irony, and emojis which can often be misleading, and also models that can handle multiple languages and cross-lingual SA analysis. Overall, in the light of the above mentioned advancements, it becomes obvious that the field of SA is rapidly advancing. The discoveries revealed within this review have led to more accurate and effective SA models, which can provide valuable insights into customer opinions, feedback, and attitudes, and support decision-making in a variety of industries, including marketing, healthcare, and finance.

A shortcoming is that SA models trained on general-purpose datasets may not per-form well on data from niched domains like product evaluations, or medical records. In order to solve this problem, domain-specific SA models have been created. These models are trained using domain-specific datasets, which improves accuracy and performance.

### TABLE II. COMPARATIVE ANALYSIS OF CLUSTERING ALGORITHMS

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Strengths</th>
<th>Weaknesses</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means</td>
<td>Easy to implement; Fast and scalable; Well suited for finding spherical clusters; Inductive learning.</td>
<td>Does not handle non-spherical clusters; The number of clusters should be specifield.</td>
<td>[77], [78], [76]</td>
</tr>
<tr>
<td>Hierarchical Clustering</td>
<td>Can handle non-spherical clusters and varying cluster sizes; Suitable for complex data structures; Transductive learning.</td>
<td>Can be computationally expensive for large datasets; Sensitive to the presence of noise and outliers in the data; No guarantee of optimality.</td>
<td>[77], [79], [80], [76]</td>
</tr>
<tr>
<td>DBSCAN</td>
<td>Automatically determines number of clusters; Robust to noise; Computationally efficient, suitable for large datasets; Transductive learning.</td>
<td>Sensitive to parameter choices; May not perform well in high-dimensional data; No probabilistic framework.</td>
<td>[79], [14], [15], [76]</td>
</tr>
<tr>
<td>Gaussian Mixture Model (GMM)</td>
<td>Ability to handle overlapping clusters; Good for density estimation; Inductive learning.</td>
<td>Sensitive to initial conditions; Does not scale well to large datasets.</td>
<td>[14], [76]</td>
</tr>
</tbody>
</table>

In line with the “traditional” clustering algorithms displayed by the papers included in the current review, a comparative analysis was performed and according to the literature investigation, clustering algorithms are used in conjunction with other algorithms, such as feature extraction algorithms and classification algorithms, to create a complete SA framework. The comparison analysis included in Table II is based on the aspects identified in the literature review (references are included in the last column). The analysis presents the strengths and weaknesses of each algorithm included in the current comparison. Among them, Hierarchical and DBSCAN offer, according with [76], transductive learning (the algorithm learns from a subset of the data and applies that knowledge to the entire dataset) while K-means and GMM support inductive learning.
(the algorithm learns from the entire dataset and makes predictions on new, unseen data).

From the total of 46 manuscripts investigated, the authors of 19 papers opted for performing clustering analysis using K-means, 16 authors employed Hierarchical Clustering or other variant of Hierarchical algorithms, six used DBSCAN and the remaining papers (5) rely on using other algorithms (GMM, Spectral and others). Moreover, some authors combined the clustering algorithms with other techniques such as LDA, NMF and BERT [52] to detect anomalies and develop the clusters of most frequent words, while displaying the results using a word clouds and other visualization methods. The results show that applying K-means in a framework [52] can enhance the analysis in the considered dataset. An original development is revealed in a study of [57] that employed Automated K-Means clustering on Mobile Apps for the first time to uncover hidden knowledge, patterns, similarities, and differences contained among various types of catastrophe tweets.

Regarding HAC, [2] compares the performances of simple use of three agglomerative HAC (SL, CL, AL) and their combination with the concept-based methods. The results state that algorithms are encountering higher precision when used in combination with other algorithms or techniques in the form of frameworks. Based on the results from Table II, author personal perception and other source [76], the discussion regarding which algorithm to use is subject to the specific characteristics of the dataset and clustering task. Therefore, the observations in this research conduct the following insights: (1) K-means can handle well-defined clusters, but it may not be the best choice for large datasets. As the number of data points increases, the computational complexity of K-means also increases; (2) Hierarchical Clustering is suitable for complex datasets with non-spherical clusters and unknown number of clusters; (3) DBSCAN performs well in datasets with arbitrary shaped clusters and varying densities. When making a decision regarding the clustering algorithm to use, it is important to consider the strengths and weaknesses of each algorithm before selecting the most appropriate one.

V. CONCLUSIONS

To conclude, the algorithms play a critical role in SA, allowing for the automatic analysis of large volumes of textual data and providing valuable insights into customer opinions, feedback, and attitudes towards products, services and other topics extracted from SM environment (specifically from Twitter/X dataset on this research).

Considering the topic addressed, the results reveal that in the analysis period of Dec 2020 to Dec 2023 undertaken by this research, the most numerous articles treat different Coronavirus topics with subjects ranging from people’s fears regarding Covid-19 [5],[11] [12] to their sentiments expressed towards different vaccination campaigns [47]. Further, the selection of studies based on the criteria formulated and displayed in Fig. 1, proved to employ “traditional” clustering algorithms, to develop new ones, as well as to use of different hybrid combinations between “traditional” and newly developed ones. None of the manuscripts included in the study refer to the state of the art DL models such as GPT-3 and XLNet while very few reference BERT. Thus, in a future study, the author intends to extend the current study by analyzing the impact of these modern models on SA techniques over a longer span of time and analyzing more SM channels. One limit of the study is that it does not cover the ethical aspects related to the use of AI and the algorithms in analyzing people’s sentiments. This constitutes another future research path that will be fulfilled in the upcoming studies.
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