
(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 3, 2024 

169 | P a g e  

www.ijacsa.thesai.org 

A CNN-based Deep Learning Framework for Driver’s 

Drowsiness Detection 

Ali Sohail1, Asghar Ali Shah2, Sheeba Ilyas3, Nizal Alshammry4 

Department of Computer Science, Minhaj University, Lahore, Pakistan1, 3 

Center of Excellence in Artificial Intelligence (CoE-AI)-Department of Computer Science, 

Bahria University, Islamabad, 04408, Pakistan2 

Department of Computer Sciences-Faculty of Computing and Information Technology, 

Northern Border University, Rafha 91431, Saudi Arabia4 
 

 

Abstract—Accidents are one of the major causes of injuries 

and deaths worldwide. According to the WHO report, in 2022 an 

estimated 1.3 million people die from road accidents. Driver 

fatigue is the primary factor in these traffic accidents. There are 

a number of studies presented by previous researchers in the 

context of driver’s drowsiness detection. The majority of earlier 

strategies relied on image processing systems that used 

algorithms to identify the yawning, eye closure, and eyebrow of 

the driver taken from the live video camera. One of the major 

issues of the previous studies was the delay in detection time and 

dataset. These studies used physical sensors for monitoring the 

driver’s behavior causes in delay time of detection.  In this 

article, a deep learning approach is used to provide a continuous 

strategy for detecting driver’s drowsiness using an efficient 

dataset. The trained algorithm is employed on the video taken 

from the live camera to extract the driver's facial landmarks, 

which are subsequently processed by a trained algorithm to 

provide results. The dataset used for training the CNN algorithm 

is consisting of 2904 images taken from various subjects under 

various driving circumstances. The data is preprocessed by 

different methods including statistical moments, CNN filters, 

frequency vector determination and position Incidence vector 

calculation. After training the algorithm the feature-based 

cascade classifiers files are used to recognize the face from the 

real-life scenario using the live camera. The accuracy of the 

purposed model is 95%, which is the highest of all the purposed 

models, based on data gathered from different kind of scenarios. 
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I. INTRODUCTION 

There are a number of deaths are caused by road accidents 
every year. Technology plays a vital role in every field of life 
[1] [2]. Computational and statistical studies are also 
participating in the scenario of drowsiness detection which is 
one of the major causes of these accidents. Drowsiness can't 
be directly seen; therefore, we must make predictions instead. 
According to the report of WHO each year almost 1.3 million 
people lost their lives due to road accidents [3]. Traffic 
accidents are becoming more frequent as a result of drivers' 
less supervision of their vehicles which is a serious issue in 
society. The majority of these road accidents are caused by the 
driver's health, and 30% of them are brought on by driver 
fatigue. In this scenario, it is very important to use specialized 
methods to monitor the driver's driving behavior and warn him 

when they seem to be falling asleep. Lack of sleep, sleep 
disorders, alcohol use, and continuous driving are some of the 
main causes of sleepiness.  If drowsiness can be predicted, it 
would undoubtedly save many lives that would otherwise be 
lost in fatal car accidents. Measurements of driver tiredness 
and distraction detection are crucial components of a driver 
monitoring system. Drowsiness detection fundamentally 
involves tracking a driver's actions, such as their acceleration, 
braking, steering, and pedal movement. The signs of tiredness 
in a driver, on the other hand, include eye movement [4], 
facial expressions [5], heart rate, breathing rate, and brain 
activity. The most useful element for determining a driver's 
drowsiness is their facial expressions. The three main methods 
of determining facial expressions are image processing [6] 
methods, artificial neural network (ANN) techniques [7], and 
electroencephalography (EEG) [8]  approaches. For the 
detection of image-based approaches, template match image-
processing and yawn-based techniques are also beneficial. 
These are image-processing-based computer vision 
algorithms. Mostly used computer vision methods for 
detecting driver sleepiness use the driver's head motions [9] 
and facial expressions, such as blinking eyes [10]. 

The purpose of the proposed study is to develop a state of 
the art research for detecting the driver’s behavior to avoid 
road accidents. In previous studies there are the problems of 
continuous face detection. As driver pass from various 
circumstances and positions while driving. The previous 
studies fail to detect the drowsiness under various 
circumstances of face conditions. This study aims to cover the 
loophole of the delay time in detection using state of the art 
Deep-CNN approach with an efficient dataset. Most of the 
studies presented in the past only detect drowsiness. The 
proposed study detects and alarms the driver if he is drowsy. 
The proposed research used the Convolutional neural network 
(CNN) approach to create the drowsiness detection model 
using a big dataset of images consists of 2904 images of 
various people under various circumstances of driving 
behaviors. Eye blink ratio (EAR) is the key factor of detection. 
The Viola Jone method is utilized for the detection of face in 
the live camera approach. The video frames of the extracted 
live camera videos are passed through CNN trained algorithm 
and system shows a continuous detection without time delay. 
As well as the system, is not bounded with the hardware 
(sensors) problems. As in the previous study the sensors are 
used to detect the driver’s face conditions, movements and 
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behavior. The study only used a live camera that is already 
placed in the steering wheel. 

II. BACKGROUND 

In the past, a number of researchers used different 
methodologies along with different algorithms and datasets for 
the identification of drivers’ drowsiness. This section of 
research presents some of the latest computational researches 
proposed for drowsiness detection. 

Researchers present an automatic vehicle control system 
for fatigue detection [11]. This model was designed for early 
fatigue detection for a train driver. Whenever a driver is 
sleepy or in an unconscious condition the system determined it 
by the movement of his head. Heart sensors are used in this 
procedure to identify tiredness caused by any serious medical 
conditions. The technologies used in this system include face 
identification, Matlab, AVR Studio, and image processing. 
When a user becomes fatigued, the hardware system alerts the 
microprocessors. The working of the proposed system is 
shown in Fig. 1[11]. 

 
Fig. 1. Block diagram of the proposed system. 

Yawn detection [12] plays a vital role in the drowsiness 
detection. Yawn is the primary indication of drowsiness that is 
detected by using facial segmentation. In an approach 
template for Gravity-Center [13] this method is used for facial 
segment detection. The geometrical arrangements of the 
mouth and eye are virtually identical. The yawn is measured 
from the chin to the middle of the nostrils. Grey projection and 
the Gabor wavelets method [14] were utilized to identify 
mouth corners. In the last step, the LDA is used to categorize 
the characteristics to identify yawning as explained in Fig. 2 
[12]. 

 

Fig. 2. Drowsiness detection using yawn. 

A researcher uses the eye closure period of the driver by 
recognizing his face in the Eye Based Drowsiness Detection 
approach [10]. In order to assess the blinking rate, the length 
of the eye, the location of the iris and eye condition at 
different time-stamped are examined. Edge detection, a key 
component of image processing is used for measuring eye 
aspect ratio. If the eye is closed for 5–6 consecutive frames 
throughout this procedure, a warning alert is generated. The 
EAR is calculated by Eq. (1) 

EAR = 
|𝑃2−𝑃6+|𝑃3−𝑃5|

2|𝑃1−𝑃4|
          (1) 

Representation Learning is also used to detect the driver’s 
drowsiness using various properties extracted from a dataset 
[15]. Convolutional neural networks (CNN) are used in this 
method to capture the most recent facial expressions and 
challenging non-linear feature interactions [14]. This method 
involves training a dataset of 30 drivers with a variety of traits 
under various conditions, such as varied levels of weariness, 
facial hair, hair fringes, eye size, face shape, and skin tone. 
The dataset has been separated into five folders, one for 
training and the other four for validation. The CNN Model 
trains 50 pictures every cycle. A multi-layer perceptron [16] is 
employed in this method as a result of the multi-layer 
categorization methodology. It is most often used for 
nonlinear issues and classifiers. This method has an accuracy 
rate of higher than 80%. In the latest research machine 
learning and deep learning algorithms are used for efficient 
drowsiness detection. Algorithms for machine learning use 
supervised, unsupervised, semi-supervised, and reinforcement 
learning techniques [16]. A method uses several supervised 
machine learning techniques for the identification of 
drowsiness. This study used the dataset developed by National 
Advanced Driving Simulator (NADS-1) [17]. The dataset 
comprises 27 characteristics, 15,000 tuples, and 144 runs, of 
which 72 take place during the day and 72 during the night. 
Participants were asked to operate vehicles on various 
highways throughout various historical periods. These tests 
are conducted on the Weka machine learning workbench [18]. 
In these works, Naive Bayes, Random forest trees, Sequential 
Minimal Optimization (SMO), and Logistic Regression [19] 
were employed as machine learning techniques for detection. 
Two distinct sets of features including Pre Run aggregate 
feature and Per Event aggregate feature are produced after the 
data has undergone preprocessing to fill in the missing values 
[20]. 10-FCV is the testing technique used by the model [21]. 
Without picking attributes, the SMO produces the best results 
for the Per Run aggregate features (0.66 F1 scores), however 
afterward choosing 10 characteristics after an entire of 76, the 
presentation of the accidental plantation method and Logistic 
regression improve and provide superior results (0.71 F1 
scores). However, for Per Event Aggregate Structures, 
Logistic based Regression performs best with 0.72 F1 score 
and a 0.76 ROC area when no features are chosen, whereas 
SMO performs best with a 0.78 F1 and a 0.78 ROC area when 
100 attributes are chosen from a total of 1900 attributes. 

Electroencephalogram (EEG) based method is also utilized 
to find the brain condition for detecting drowsiness [22].For 
the study 29 subjects are taken and none of them have any 
physical or mental illnesses. Data is taken from EEG 
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recording signals, and characteristics are compared to 
determine whether the subject is sleepy or not. In another 
research EEG-based encode-decoder method is presented for 
the detection of driver’s drowsiness. The working of this 
model is shown in Fig. 3 [23]. 

 

Fig. 3. Working of EEG System for drowsiness detection. 

ANN is also used in recent research for drowsiness 
detection. This research included twenty-one people, of whom 
ten women and eleven men are included. The scale has a set 
range of 1 to 15. The range from 0 to 8 indicates that there is 
no sleep. A notch of 8 to 14 indicates that the individual is 
showing some signs of sleep, while a score of 15 or above 
indicates that the person is very sleepy. These participants 
operate the vehicle for 110 minutes while feeling sleepy. 
Measurements of functional performance, including emotion 
rate, eyelid activities, breathing amount, and heavy 
performance, including rapidity, direction-finding wheel angle 
location on the way, and time-to-lane adventure, are the 
foundation of this research. When the driver's condition 
deteriorates, it forecasts their situation within five minutes [7]. 

In the latest research [24] fuzzy logic based system is 
developed to detect the driver’s fatigue level on sequence of 
images and generates alarm. This method used deep learning 
method for analyzing the image and combined AI and DL for 
feature extraction. The model gives the classification accuracy 
of 93.7%. Researchers in [25] use emotion analysis with CNN 
for accurately detecting driver’s drowsiness. This study used 
two levels CNN for reducing detection time. S. P. Measures 
[26] in his latest study proposed AI model based MTCNN and 
GSR for measuring face features and physiological factors. 
This model use both intrusive and non-intrusive detections.  
The efficiency of this model was 91%. 

III. RESEARCH METHODOLOGY  

The proposed study use CNN Layer model of deep 
learning for an efficient drowsiness detection. The architecture 
of CNN model is explained in Fig. 4. 

The working of the whole model is illustrated in this 
section of research. 

A. Dataset 

The dataset is the important key factor of this 
research. For the proposed study the dataset is taken from 
the keggle [27]. This study is using Version No 1 of the 
dataset uploaded by Serena Raju. The Dataset consists of 

almost 70 participants (including men and women of 
different ages) with different driving scenarios. Dataset 
Contain two folders training and testing and each of the 
folders have four sub folders (Open Eye, Close Eye, Yawn, 
and No Yawn). The Details of the dataset is explained in 
Table I. 

 

Fig. 4. The layer architecture of CNN models. 

TABLE I. DATASET USED FOR THE PROPOSED STUDY 

Training Dataset 

(Total Images:  2468 images) 

Test Dataset 

(Total Images:  436 images) 

Close Eye 617 images Close Eye 109 images 

Open eye 617 images Open eye 109 images 

Yawn 617 images Yawn 109 images 

No Yawn 617 images No Yawn 109 images 

The eye data set possibly cover all data possible 
situations that a driver feels during the driving. The Data 
set also contains the conditions for a driver who wears 
glasses. The dataset includes the participants with 
different feature includes face shape, color, texture, and 
facial local features. 

B. Data Preprocessing 

This section of research explains the process of feature 
extraction and balancing the drowsiness detection dataset [28] 
[29]. It is the most important part of deep learning algorithms. 
An efficient and correct dataset is responsible for the efficient 
results. The dataset used for the study was imbalanced. If the 
dataset is imbalanced then the classification will not be 
equally distributed. So the dataset for the proposed study is 
balanced by Synthetic Minority Over-Sampling Technique 
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(SMOTE). It is a technique in which the number of minority 
classes are increased [30][31]. Fig. 5 explains how to create 
synthetic data points in SMOTE. 

 

Fig. 5. Creation of Synthetic data points in SMOTE. 

The working of SMOTE algorithm is as follows 

The algorithm for SMOTE is [32]. 

 Generate the minority classes of the dataset. 

 Generate the oversampling for calculating instances. 

 Identify k instance in the minority class and also find 
its N Neighbor. 

 Calculate the distance between these two points N and 
K 

 Multiply the answer with any number exists between 0 
and 1 and add this distance in k. 

 Repeat the process till required instances. 

The benchmark dataset for the purposed study is 
denoted by D, which is defined as, 

D=D+ UD−    (2) 

Here D+  considered as drowsy data images while 
D− is non-drowsy data images and U is the union for both 
sequences. 

C. Feature Extraction 

The process of feature extraction includes extracting main 
face features from the images dataset to process further for 
drowsiness detection. For the proposed study different feature 
extraction methods are used for the extracting main features 
from the dataset. Images plotted for this study were created 
using the Matplot.lib software. Three sections make up the 
mat plot lib code. [33]. The photos are plotted on a 2D scale. 
We scale the photographs to the same size before plotting 
them to ensure that they line up exactly on the scale. The 
photos that were utilized for this investigation are 48 × 48 and 
are presented with a dark backdrop in grayscale. Fig. 6 
displays the outcomes of different picture plots made using 
Matplotlib. 

In the proposed study the dataset in consists of 2904 
images. The statistical moment used to find the central 
tendency, probability distribution , dispersion, and symmetry 
of such dataset [34]. Hahn moment utilize Hahn polynomial for 
image feature extraction. The mathematical formula for 
calculating Hahn moment is explaining in Eq. (3). 

𝐻𝑝𝑞 = ∑ ∑ 𝐺′(𝑝, 𝑞) ℎ𝑛
𝑥,𝑦̅̅̅̅̅ (𝑞, 𝑁)ℎ𝑗

𝑥,𝑦̅̅ ̅̅̅ (𝑝, 𝑁)𝑁−1
𝑞=1

𝑁−1
𝑝=0  (3) 

Raw moment is the statistical moment use to find the 
position of each image pixel of drowsiness dataset. This is 
also called crude moment. The raw moment at any random 
point is calculated by Eq. (4) [35]. 

𝑅𝑝𝑞 =  ∑ ∑ 𝑎𝑝𝑏𝑞𝑃′(𝑎, 𝑏)𝑁
𝑏=1

𝑁
𝑎=1   (4) 

In Eq. (4)   𝑃′(𝑎, 𝑏) the arbitrary point at any two face 
features (a, b), 𝑅𝑝𝑞 is the raw moment of these points.  Central 

moment is the Arithmetic mean of the image pixels in the 
dataset. The arbitrary centroids serves the key feature for 
finding the probability distribution of the genes [36][37]. The 
central moment for thee selected dataset is represented by Eq. 
(5) 

𝐶𝑝𝑞 =  ∑ ∑ (𝑎 − 𝑥̅)𝑝(𝑏 − 𝑦̅)𝑞𝑃′(𝑎, 𝑏)𝑁
𝑏=1

𝑁
𝑎=1   (5) 

PRIM and RPRIM are the methods for finding the location 
of image pixels[38]. The position incidence vector deeply 
describes the combination of pixels in an image. 
Accumulative Absolute Position Incidence Vector (AAPIV) 
[39] for finding the nth image pixel  in the  images of 
drowsiness detection dataset is determined by Eq. (6) as 

    𝛽𝑁 =  ∑ 𝜇𝑘
𝑛
𝑘=1    (6) 

The reverse AAPIV also work same order as AAPIV work 
but in the reverse pattern. Different convolutional filters are 
also applied for extracting the features as explained in Fig. 7. 

 

Fig. 6. Results of images plotted using matplotlib. 

 

Fig. 7. Different Convolution based 2 dimensional 3×3 filter applied on an 

images. 
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D. Tools 

For the validation and training of the dataset using 
Open CV Python, this study uses the Kaggle kernel. The 
model was developed using Kaggle. The results are then 
gathered using PyCharm community edition 2020.3.4 
and the trained dataset file (Python 3.9). In this research, 
the face is found using the Haarcascascade file. 

IV. USING WORKING OF CNN MODEL 

The working of the model is illustrated in Fig. 8 

 

Fig. 8. Working of CNN model. 

 Select the images from the drowsiness detection 
dataset. 

 Images were sent to CNN’s convolution layer. 
Different feature extraction techniques and filters are 
applied on these images. 

 Apply the matrix’s ReLU activation function to 
classify the features of the images. 

 Max pooling is used to reduce a matrix’s dimension 
size so that the important face features are passed to the 
next layer. 

 Add one more layer of convolutions. (Apply till results 
are satisfied.) 

 Apply the flatten function to the outputs after the 
necessary outcomes have been achieved in order to 
transmit them to the completely linked layer. 

 Use the softmax activation algorithm to generate the 
classes and categorize the images (Drowsy or Non-
Drowsy) 

A basic ConvNet is made up of a number of layers, and 
each layer performs a differentiable function by converting 
one volume of activations to another. Each neuron in this 
coating will be associated to every number in the preceding 
volume in a conventional neural network. The net output from 
the forward pass of CNN algorithm is considered by the 
following equation 

Net (y) =    ∑ 𝒙𝒊𝒘𝒊
𝒏
𝒊=𝟏 + b         (7) 

Each layer’s g is determined using w(x) +b. If w is the 
weight vector, b is the bias, and the y is initial function, and 
the vector x is the input. There are several learnable filters in 
the Conv layers. The driver’s image from the dataset passes 
from each filter so that the system identifies its main features. 
CNN adds the multiplication values after multiplying a matrix 
of pixels with a filter matrix, or “kernel.” Once all of the 
pixels have been covered, it goes on to the next set of pixels. 

After applying the filters on the images ReLU activation 
function is applied on images. The equation applying the 
RELU activation function is: 

𝑅𝐸𝐿𝑈 =  −𝑒𝑉 𝑚𝑎𝑥 (−𝑒𝑉, 0)  =  0  (8) 

𝑅𝐸𝐿𝑈 =  +𝑒𝑉 𝑚𝑎𝑥 (+𝑒𝑉, 0)  =  +𝑒𝑉 𝑣𝑎𝑙𝑢𝑒           (9) 

For each iteration the net output is calculated by Eq. (10) 

𝑂𝑢𝑡 𝑛𝑒𝑡 𝑦 =  
1

1+𝑒−𝑛𝑒𝑡𝑦       (10) 

Applying RELU to the drowsiness detection dataset make 
the classes of the images. If the image plot above the graph 
that shows drowsiness while below the graph shows non-
drowsiness.  The Max pooling function is used for the 
suggested research following the activation function. A down 
sampling technique would be this. The greatest value from the 
filter is extracted using max pooling. Max pooling is 
determined by the Eq. (11). 

𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 =    
𝐼𝑥−𝑃

𝑆
       (11) 

In equation  𝐼𝑥  is input x or y shape of the image, p is 
pooling window size and S represent stride. The data is 
flattened into a one-dimensional array before moving on to the 
next layer, which creates a single long featured vector linked 
to the fully connected layer of the final classification model.  
Data will enter the fully linked layer’s input layer after 
flattening. The classes are formed from these layers. The CNN 
Model’s output are classes. There are two classifications in the 
drowsiness detecting system. Drowsy and Non-Drowsy. The 
softmax activation function determines the likelihood that an 
input belongs to each class in the dataset. This activation 
function is used on the CNN fully connected layers for the 
proposed model. In softmax, the total number of classes 
equals one. The softmax calculation formula is 

𝑓 (𝑦𝑖) =
𝑒𝑦𝑖

∑ 𝑒𝑦𝑘
𝑘

    𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑘  (12) 

The error is determined once one iteration is finished. To 
assess how effectively the neural network is functioning, error 
is crucial. The error is minimal if the network is functioning 
correctly. Error is determined by 

Total Error = The Actual output – The Desired output 

𝐸 = 𝑌 −   𝑌′   (13) 

And the loss function remains calculated through formula 

𝐿 =
1

2
  ∑(𝑌 − 𝑌′)2

  (14) 

Here, Y is the productivity that was really received, while 
Y’ is the output that was obtained afterward every iteration of 
the CNN model and each time it was close to the actual 
output. Following the calculation of the loss, backward 
propagation is used to update the weights. New weights are 
computed using backward propagation, and these weights 
once again flow through the feed-forward neural network to 
produce the value Y. These iterations continue until the 
desired output value is obtained. The CNN weights used in 
backward propagation find out by the equation (15). 
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  𝑤𝑛𝑒𝑤 =  wold –μ

ΔL

Δwold 
       (15) 

Here, 𝑤𝑛𝑒𝑤 is the next updated weight vector, while 𝑤𝑜𝑙𝑑  
is the previous weight for the updated neuron. Parameter 𝝁 is 

learning rate and 
𝛥𝐿

𝛥𝑤𝑜𝑙𝑑 
 (partial derivative of loss with respect 

to the old weights). Continuous resampling model based on 
new weights is used that are calculated by the Eq. (15). And it 
works until it reaches the global minima [40].  Loss function’s 
derivative and the calculation of old weights is calculated with 
the chain rule. 

 
𝜟𝑳

𝜟𝒘 
     = 

𝜟𝑳

𝜟𝐎
 × 

𝜟𝑶

𝜟𝒘 
   (16) 

The acronym for Adam is adaptive moment estimation. It 
is a technique that uses a stochastic gradient to change the 
weights and other attributes in neural networks. It is used in 
the proposed CNN model’s back propagation because it is 
more effective and uses less memory. And it works well in 
situations where there are lots of data. The optimization 
method is used in this strategy to produce random variables. 
Adam employs both the Root Mean Square Propagation 
(RMSP) and the Adaptive Gradient Algorithm (AdaGrad) 
properties (RMSP). Adam is a technique for adaptive learning 
that figures out each person’s rate of learning for various 
parameters. From evaluations of the first and second moments 
of the gradients, it determines the adaptive learning rates of 
the individual for various parameters. In both mechanics and 
mathematics, moments are employed to define the distribution 
and are described by function. 

Nth momentum= 
𝑥1𝑠+𝑥2𝑠+𝑥3𝑠…….𝑥𝑛𝑠

𝑛
              (17) 

The function’s mean is produced at the first instant when 
the variable’s value is changed from 0 to 1. The variance of 
the function is similarly explained by the second moment, 
sometimes referred to as the core moment. The skewness is 
defined by the third Moment. Adam uses the exponential 
moving average to estimate the moments. This method is 
based on the gradient measured on the current mini-beach. 
The following equations in Adam are used to determine the 
Momentum and RMSP. 

            wt+1 = wt −  mt   (18) 

 mt =  β1mt−1 +(1 − β) 
ΔL

Δw 
  (19) 

𝑚𝑡 , 𝑚𝑡+1  = aggregate gradient at time t and t+1. 

𝑊𝑡, 𝑊𝑡 + 1,αt,∂L  = weights at time t and t+1, learning 
rate, derivative of Loss 

β = Moving average. 

         vt = β1 vt−1  +(1 − β) (
ΔL

Δw 
)2               (20) 

Then the weight update equation for Adam will be 

                  wt = wt−1  -  
ր × mt

√  vt+Ɛ
                              (21) 

The model is stored in model once the optimizer has been 
applied. H, which is then utilized to train the algorithm. The 
verbose is used to print the model’s details. Finally, halting 

conditions are established to protect against model over 
fitting. The detailed summary of the model is explained in Fig. 
9. 

 

Fig. 9. Summary of the proposed model. 

V. USING WORKING OF CNN MODEL 

The Mathematical model o proposed CNN model is 
explained as, 

µ = − ∑ (𝐵˻ log (€𝑐))
ℎ𝑎
𝑖=1        (22) 

where, ℎ𝑎  = classes that depends on application 
Differentiating Eq. (22) with respect to weights. 

𝜕a

𝜕𝑣
 And bias 

𝜕x

𝜕𝑞
 

Softmax Transformation Function is defined in Eq. (22) as 

                         €𝑐 =
𝒎𝒌𝒗

∑ 𝝆𝜿𝝈𝒏
𝒋=𝟏

            (23) 

𝛾𝑙 = ∑(𝑣𝑗𝑙 ∗ ϰ𝑗
  )

𝜂𝑜𝑢𝑡

𝑗=1

 

𝛾𝑙 Is calculated via interrelated weights with the ϰ𝑗
   

𝜕a = ∑ ′
𝜂𝑜𝑢𝑡
𝑗=1 ∑ (

𝜕a

𝜕𝜸𝑙
    

𝜕𝜸𝑙
    

𝜕𝑣𝑗,𝑙
    )

𝜂𝑐
𝑙=1             (24) 

𝜕€𝑐

𝜕𝜸𝑙
         =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑑𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 

€𝑐 =
𝒎𝒌𝒗

∑ 𝝆𝜿𝝈
𝜂𝑐
𝒌=1

 

 𝜸𝑙 = ∑ (𝜔𝑗𝑙 ∗ ϰ𝑗
  )

𝜂𝑜𝑢𝑡
𝑗=1  Is given as 𝐵˻ =  𝛾𝑙 

There are two cases, first where I = l, and second I ≠ 𝑙, 
when i=nth unit. 

Case1:    (i = 𝑙) 

Quotient rule is applied Eq. (23) 

𝜕€𝑐

𝜕𝜸(𝑖=𝑙)
    =

𝒎𝒌𝒗  ∑ 𝝆𝜿𝝈𝜂𝑐
𝜿=1 −𝒎𝒌𝒗𝒎𝒌𝒗

∑ 𝝆𝜿𝝈∗∑ 𝝆𝜿𝝈𝜂𝑐
𝜿=1

𝜂𝑐
𝜅=1

                       (25) 

Taking common 
𝒎𝒌𝒗

∑ 𝒆𝜸𝜅𝜂𝑐
𝜅=𝟏

 from Eq. (25), we get 
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𝜕€𝑐

𝜕𝜸𝑙
    =

𝒎𝒌𝒗

∑ 𝝆𝜿𝝈
𝜂𝑐
𝜅=1

[
∑ 𝝆𝜿𝝈𝜂𝑐

𝜅=1 − 𝑒𝜸𝑙

∑ 𝝆𝜿𝝈
𝜂𝑐
𝜅=1

] 

By taking Anti L.C.M, we acquire 

𝜕€𝑐

𝜕𝜸𝑙
    =

𝒎𝒌𝒗

∑ 𝝆𝜿𝝈
𝜂𝑐
𝜅=1

[1 −
𝑒𝑍𝜸𝑖

∑ 𝝆𝜿𝝈
𝜂𝑐
𝜅=1

]          {∵ i = 𝑙} 

Eq. (22)  €𝑐 =
𝝆𝜿𝝈

∑ 𝝆𝜿𝝈𝑛
𝑗=1

     can be modified as. 

𝜕€𝑐

𝜕𝜸𝑙
    = €𝑐(1 − €𝑐) =   €𝑐  (1 − €𝑐)      (26) 

case2    (i ≠ 𝑙): 

Applying derivative rules for taking the derivative of Eq. 
(24) w.r.t. 𝛾𝑙

     

𝜕€𝑐

𝜕𝛾𝑙
    =

𝜕
𝜕𝛾𝑙

    𝒎𝒌𝒗 ∗  ∑ 𝝆𝜿𝝈𝑐
𝜅=1 − 𝒎𝒌𝒗  

𝜕
𝜕𝛾𝑙

    [∑ 𝝆𝜿𝝈𝜂𝑐
𝜅=1 ]

∑ 𝑒𝜸𝝋 ∗ ∑ 𝑒𝜸𝝋𝜂𝑐
𝜅=1

𝜂𝑐
𝜅=1

   

By simplifying, 

𝜕€𝑐

𝜕𝛾𝑙
    = 0 −

𝒎𝒌𝒗 ∗  𝑒𝜸𝑙

∑ 𝝆𝜿𝝈 ∗ ∑ 𝝆𝜿𝝈
𝜂𝑐
𝜅=1

𝜂𝑐
𝜅=1

 = − 
𝒎𝒌𝒗

∑ 𝝆𝜿𝝈
𝜂𝑐
𝜅=1

∗
 𝑒𝜸𝑙

∑ 𝝆𝜿𝝈
𝜂𝑐
𝜅=1

  

As we know that  €𝑐 =  
 𝑒𝜸𝑖

∑ 𝝆𝜿𝝈𝜂𝑐
𝜅=1

  and €𝑐 =
 𝑒𝛾𝑙

∑ 𝝆𝜿𝝈𝜂𝑐
𝜅=1

  so by 

putting these values in Eq as. 

𝜕€𝑐

𝜕𝜸𝑙
    = −€𝑐𝜆𝑙

     𝑓𝑜𝑟(𝑖 ≠ 𝑙)       (27) 

By summarizing Eq. (26) and Eq. (27)  

𝜕€𝑐

𝜕𝜸𝑙
    = [

€𝑐(1 − 𝜆𝑖
    ) 𝑓𝑜𝑟(𝑖 = 𝑙)

−€𝑐𝜆𝑙
            𝑓𝑜𝑟(𝑖 ≠ 𝑙)

]                (28) 

£ = − ∑(𝐵˻ ∗ log (€𝑐))

𝜂𝑐

𝑖=1

 

Taking derivative, 

𝜕a

𝜕𝛾𝑙
    = − ∑ (𝑌𝜅 ∗

𝜕

𝜕𝛾𝑙
    𝑙𝑜𝑔(𝜆𝜅))

𝜂𝑐

𝑖=1

 

𝜕a

𝜕𝛾𝑙
    = − ∑ 𝑌𝜅 (

𝜕

𝜕𝑦𝑘
    𝑙𝑜𝑔(𝜆𝜅))

𝜂𝑐

𝑖=1

𝜕𝜆𝑘
    

𝜕𝛾𝑙
     

𝜕a

𝜕𝛾𝑙
    = − ∑

𝑌𝜅

𝜆𝜅
    

𝜂𝑐
𝑖=1

𝜕𝜆𝜅
    

𝜕𝛾𝑙
           (29) 

𝜕𝜆𝑘
    

𝜕𝛾𝑙
     Is previously measured as the softmax gradient. There 

are two cases that discussed here 𝑖 ≠ 𝑙, and 𝑘 ≠ 𝑙  as in Eq. 
(27). Now Eq. (28) is distributed into two portions 

𝜕a

𝜕𝛾𝑙
    = −

𝑌𝜅
    

𝜆𝜅
    

∗ 𝜆𝜅
    (1 − 𝜆𝑙

   ) − ∑(−
𝑌𝜅

    

𝜆𝜅
    

∗ 𝜆𝜅
    𝜆𝑙

    )

𝜂𝑐

𝜅≠l

 

Where, 

∑ (−
Y𝜅

    

𝜆𝜅
    ∗ 𝜆𝜅

    𝜆l
    )

𝜂𝑐
𝜅≠l   For 𝜅 ≠ l 

Y𝜅
    

𝜆𝜅
    ∗ 𝜆𝜅

    (1 − 𝜆l
   )  For 𝜅 = l 

We can simplify this,  

𝜕a

∂𝛾l
    = −Y𝜅

    (1 − 𝜆l
   ) + ∑ Y𝜅

    𝜆l
    

𝜂𝑐

𝜅≠l

 

We can further simplify this as, 

𝜕a

∂𝛾l
    = −Y𝜅

    + Y𝜅
    𝜆l

   + ∑ Y𝜅
    𝜆l

    

𝜂𝑐

𝜅≠l

 

𝜕a

𝜕𝛾𝑙
    = 𝜆𝑙

   (𝜆𝜅
    + ∑ 𝑌𝜅

    

𝜅≠l

) − 𝜆𝜅
     

Where (𝜆𝜅
    + ∑ 𝑌𝜅

    
𝜅≠l )  represents 1, 

𝜕a

𝜕𝛾𝑙
    = (𝜆𝑙

   − 𝑌𝜅
    ) 

𝜕a

𝜕𝛾𝑙
    = (𝜆𝑙

   − 𝑌𝑙
    ) {∵ 𝜅 = 𝑙} 

Now put the value of 
∂£

∂𝛾l
     in 

𝜕a

𝜕𝑣𝑗,𝑙
    = ∑ ∑(

𝜕a

𝜕𝛾𝑙
    

𝜕𝛾𝑙
    

𝜕𝑣𝑗,𝑙
    )

𝜂𝑐

𝑙=1

𝜂𝑜𝑢𝑡

𝑗=1

 

𝜕a

𝜕𝑣𝑗,𝑙
    = ∑ ∑ (𝜆𝑙

    − 𝑌𝑙
    )ϰ𝑗

    𝜂𝑐
𝑙=1

𝜂𝑜𝑢𝑡

𝑗=1
  (30) 

Where 
𝜕𝛾𝑙

    

𝜕𝑣𝑗,𝑙
     = ϰ𝑗

    are representing the input weights. The 

Differentiation of Loss (£) with respect to weights (𝜔) for the 
fully connected layer is formulated in Eq. (30). 

VI. ANALYSIS AND DISCUSSION 

The model succeeds after 20 iterations. The training and 
test images from each layer of CNN pass from each epoch. 
The model becomes better with each testing cycle, increasing 
its ability to compute loss, accuracy, specificity, sensitivity, 
and Mathew’s correlation coefficient. The results of the deep 
learning algorithms are access with different evaluation 
measure include accuracy, sensitivity, specificity, loss and 
MCC values [41] [42]. These are the most important 
evaluation measure used for binary classification. The 
mathematical equation for calculating these evaluation 
methods are explained in Eq. (31) to Eq. (34). 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  (31) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
  (32) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
  (33) 

𝑀𝐶𝐶 =  
(𝑇𝑃 𝑋 𝑇𝑁)−(𝐹𝑃 𝑋 𝐹𝑁)

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁) 
 (34) 

In the equations: 

TN = The number of cases that are correctly identified as 
drowsy. 

TP = The number of cases that are correctly identified as 
cnon drowsy. 
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FN = The number of cases that are incorrectly identified as 
non-drowsy. 

FP = The number of cases that are incorrectly identified as 
drowsy. 

Confusion matrix of the algorithm is generated to find the 
results in the form of accuracy, sensitivity, specificity, and 
MCC value. Fig. 10 shows the confusion matrix [42] for the 
proposed results. 

The accuracy and loss curve of the results are explained in 
Fig. 11 and Fig. 12. 

 

Fig. 10. Confusion matrix of the results. 

 

Fig. 11. Accuracy curve. 

 

Fig. 12. Loss curve. 

It is clearly seen from Fig. 11 that the accuracy of the 
model is gradually increasing with each iteration. 

The effectiveness of the intended system is shown by the 
graph, which demonstrates that the loss function value for 
training and testing values is lowering with each iteration 
while growing accuracy value. In the confusion matrix TP 
refers to the values that shows the drowsiness and are actual 
drowsy. TN is the value that is perfectly detected as non- 

drowsy. FN and FP are the values that are not correctly 
identified by the model. Table II shows the result of CNN 
model for the proposed system. 

TABLE II. RESULTS OF THE PROPOSED STUDY 

Method Result 

Sensitivity 0.94 

Specificity 0.95 

Accuracy 0.95 

MCC 0.82 

The proposed study gives the accuracy of 95% for the 
driver’s drowsiness detection. The model is applied on the live 
camera video to generate the results. The images are taken out 
of the camera’s live video frames and then plotted on 
grayscale. Face areas are simple to identify in grayscale 
photos. The regions of the eye are Ex, eye, EW, and eh. 
Through these areas, the system locates the eye, after which it 
verifies the closure rate. The technology determines if a user is 
“Drowsy” or “Attentive” based on the detection of the eye 
area (Non-Drowsy). The findings that were attained as a 
consequence of the system’s operation are listed below. 

 

Fig. 13. The results of the proposed study on live cam. 

These results are obtained by applying the current scenario 
on different lighting circumstances, driving patters, skin tones 
and eye conditions with and without using spectacle glasses.  
Fig. 13 shows the results of the proposed study on live cam. 

VII. COMPARISION OF OUR RESULTS WITH STATE OF THE 

ART TECHNIQUES 

A comparison of different methods with their metric, 
classifier and accuracy from the proposed Method is 
summarized in Table III. 

It is to be seen from the Table III that the maximum 
accuracy of 93% was obtained by latest studies that used 2D-
CNN and EfficientNetB0’s architecture for drowsiness 
detection. Driver’s behavior analysis plays an important role 
in these studies. The proposed study gives the accuracy of 
95% with CNN model. In past the driver’s drowsiness 
detection was based on real time detection without training the 
model on any dataset. Those who use dataset use their own 
dataset of few images. The proposed study resolves the 
loophole of the previous study by using an efficient accurate 
dataset of 2900 images. 
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TABLE III. COMPARISON OF THE PROPOSED RESEARCH WITH EXISTING 

TECHNIQUES 

Methods Metrics Classifiers Accuracy 

Vehicle Based 

Features 

Steering Wheel 

Movement 
(SWM) 

MANN 88.02% 

The Facial 
Landmarks 

Eye Aspect 

Ratio (EAR) 
Mouth opening 

Ratio (MOR) 

SVM 92.8% 

Physiological 

and behavioral 
features 

EEG SVM 80% 

Measuring Brain 

Activity 
EEG 

Support vector 

Machine (SVM) 
72.7% 

Behavioral and 
Physiological 

measure 

MTCNN with 

GSR sensor 

Hybrid Model of 

classification 
91% 

Feature learning 
Viola jones 

method 

Convolutional 
Neural Network( 

CNN) 

81% 

Emotion 

Analysis based 
CNN Model 

2D-CNN 
CNN with 

emotion analysis 
93% 

Featured 

learning and 
Classification 

(Purposed 

Model) 

Object detection 
Algorithm( 

cascade) 

Deep 

Learning(CNN) 
90.59% 

Deep learning 
Method 

EfficientNetB0’s 
architecture 

Combined Deep 

learning with AI 

model. 

93% 

Proposed Study 
CNN with viola 
jones model 

CNN Classifier 95% 

VIII. CONCLUSION AND FUTURE WORK  

The proposed study is going to develop an efficient CNN 
based system for the continuous detection of driver’s 
drowsiness covering the loophole of the detection time in the 
previous studies. There were a lot of studies proposed in the 
past for the detection of driver’s drowsiness as explained in 
Table III of the proposed research.  One of the major issues of 
the previous studies was the delay in detection time and 
dataset. These studies used physical sensors for monitoring the 
driver’s behavior causes in delay time of detection. The do not 
detect the face under different circumstances. The accuracy 
results of detection for these algorithms are not too high. 

The main aim of the proposed study is to use a state of the 
art dataset along with a deep learning algorithm to enhance the 
efficiency of drowsiness detection. For this, the study uses a 
big dataset of 2904 images taken from more than 70 
participants under all the possible driving scenarios. The 
dataset is passed from many CNN and statistical filter for an 
efficient preprocessing. This dataset is used for algorithm 
training, testing, and validation in order to generate the best 
results. The proposed study achieves a maximum accuracy of 
95%. In past the maximum accuracy of detection was 92.8% 
that is discussed in Table III. The proposed study gives the 
highest accuracy of any algorithm for drowsiness detection till 
date. 

The accuracy of the proposed model is the maximum 
accuracy achieve by any model for drowsiness detection till 
date. But there exist some loopholes. This model did not 

detect the drowsiness while driver is wearing shaded glasses. 
The position of the camera placement over the steering wheel 
is much important aspect in this scenario. The study covers 
almost all scenarios of driving but there may exists some 
scenarios that the study may not cover under detection.  This 
is a weakness for up-and-coming scientists. In the future, a 
system that uses a dataset larger than the one we now use and 
can identify tiredness in drivers wearing sunglasses may be 
developed. By using various deep learning techniques, a 
system that performs more correctly than the suggested system 
could exist. 
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