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Abstract—Heart is the most critical organ of our body for 

being responsible for regulating and maintaining the blood 

circulation levels. Globally, heart disease cases are prevalent and 

constitute a significant cause of mortality. Manifestations such as 

chest discomfort and irregular heartbeat are notable symptoms. 

The healthcare sector has amassed substantial knowledge in this 

domain. Analyzing the research, this paper delves into the 

concept of utilizing ML algorithms to predict cardiac diseases. In 

this research will employ a diverse array of machine learning 

techniques, including decision tree, support vector classifier, 

random forest, K-NN, logistic regression and naive Bayes. These 

algorithms utilize specific characteristics to forecast cardiac 

diseases effectively. Leveraging machine learning algorithms to 

analyze and predict outcomes from the extensive healthcare-

generated data shows considerable promise. Recent 

advancements in machine learning models have incorporated 

numerous features, and in this study, propose the integration of 

these features in machine learning algorithms to forecast 

cardiovascular ailments. The main objective of this research is to 

identify the performance of the mentioned machine learning 

algorithms for predicting cardiovascular elements. 
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I. INTRODUCTION 

The heart, approximately the size of a fist, is a muscular 
organ accountable for disclosing blood in the whole body. It 
plays a vital role as the primary organ in our circulatory 
system. The four main chambers of the heart, composed of 
muscle, are activated by electrical impulses [1]. The regulation 
of heartbeat is orchestrated by our nervous system and brain. 
Without a functioning heart, survival is impossible, making a 
beating heart a symbol of life. Maintaining a healthy heart is a 
shared responsibility to lead a wholesome life. 

In India, cardiovascular disease (CVD) is the cause of 80% 
of all fatalities. It is a lethal ailment that, if not detected in its 
early stages, leads to mortality. This prevalence in India is 
attributed to socioeconomic factors and an aging population. 
“Cardiovascular diseases (CVDs)” stand as the primary reason 
of death, in 2019 there would be almost 17.9 million deaths, or 
32% of total fatalities [2], according to the WHO. 

Heart attacks and other problems of strokes are responsible 
for 85% of these CVD-related deaths, with the majority 
occurring in nations where most of the people are low and 
middle income. 

The objective of this research is to enhance accuracy to 
forecast the likelihood of a heart attack. Machine Learning 
techniques like ‘Decision Tree’, ‘Random Forest’, ‘Support 
Vector Classifier’, ‘Accurate prognosis’ and timely diagnosis 
are crucial for improving survival rates among cardiac disease 
patients. 

There are various risk factors such as smoking, high blood 
pressure, diabetes, high cholesterol, chest discomfort, being 
overweight or obesity, and others are considered [7]. Hence 
this paper showing implementation of some supervised 
machine learning algorithms by using dataset. 

II. RELATED WORKS 

T. Nagamani et al. proposed an innovative device concept 
integrating algorithmic loading maps and statistical data 
collection methods. Their reported accuracy surpassed that 
achieved through traditional custom neural networks in a test 
set of 45 cases. The integration of flexible circuits and line 
diameters notably enhanced the algorithm's accuracy [2]. 

R. Udaiyakumar et al. suggested the utilization of various 
machine learning (ML) methodologies [29] [30], including 
deep neural networks, KNN, SVM, decision trees, and random 
forest classifiers. Historical data from multiple medical 
institutes in Central Europe were employed for forecasting. 
The Back Propagation Algorithm of ‘Artificial Neural 
Networks’ demonstrated superior effectiveness, yielding 89% 
accuracy with speed [3]. 

In a study by Teresa Prince, R. et al., a single-category 
algorithm was examined for forecasting coronary heart 
disease. They employed a proprietary set of criteria to evaluate 
classification algorithms, including naive Bayes, k-closest 
communities (KNNs), decision tree neural networks, and 
divisor accuracy [4]. 

J. Rethna Virgil Jeny et al. proposed four ML 
classification procedures forecasting the heart problems: There 
are ‘Logistic Regression’, ‘Naïve Bayes Classifier’, and 
‘Decision Tree and Support Vector Classifier’. They utilized 
the Cleveland Dataset, considering 13 attributes across 72 
parameters to determine if a person has heart disease. Factors 
such as gender, type of chest pain, age, blood pressure during 
rest, serum cholesterol, and other attributes were considered in 
their diagnostic model [5]. 
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F. Rabbi presented the most popular categorization models 
in data mining, employing ‘MATLAB multi-layered’ of the 
level feed-forward back-propagation with K-NN, ANN, and 
SVM. They used the heart disease Cleveland dataset from the 
‘UCI ML repository’. Their results indicated that the SVM 
method outperforms the various techniques K-NN and ANN, 
achieving an 85% classification exactness after pre-processing 
and trials [6]. 

S. J. Priya, A. S. Ebenezer, D. Narmadha, and G. N. 
Sundar explored ten alternative methods for categorizing 
coronary artery disease risk assessment. They utilized the 
PIMA dataset and applied various classification techniques 
such as ‘ANN, DT, SVM, RF, CHAID, rule induction, KNN, 
decision stump (DS) and naive Bayes (NB)’. These findings 
showed the effectiveness of SVM and NBin predicting cardiac 
disease [7]. 

Jinjri Wada et al. investigated effective ML algorithms to 
identify the most efficient ones for cardiovascular ailment 
categorization using patient data. Various classification 
algorithms, including KNN, DT, LR, NB and SVM were 
evaluated to use these metrics such as precision, recall, F1-
score, accuracy, and training time. They concluded that SVM 
and LR were the most effective approaches for identifying 
cardiovascular illness [8]. Maintaining the Integrity of the 
Specifications. 

Khan Ayub and Algarni Fahad proposed an ‘Internet of 
Medical Things (IoMT)’-is mainly used in a healthcare 
controlling system utilizing MSSO-ANFIS to forecast cardiac 
illness. They found that LCSA for feature selection 
consistently outperformed other options in terms of fitness 
values. Their novel MSSO-ANFIS technique exhibited a 

higher level of performance compared to existing methods, 
achieving higher legibility, recall, F1-score, accuracy, and the 
low arrangement error [9]. 

Jha, Dembla, and Dubey [30] (2023) introduce a transfer 
learning-based stacking ensemble model for enhancing potato 
leaf disease prediction. Their approach achieves a notable 
accuracy of 95.8% and an F1 score of 0.94, demonstrating 
improved predictive capability. The ROC curve exhibits a 
high AUC of 0.97, indicating excellent model discrimination. 

Meshram and Dembla [31] (2023) propose a multiclass 
and transfer learning algorithm for early detection of diabetic 
retinopathy. Their method achieves an accuracy of 91.2% and 
an F1 score of 0.89, demonstrating reliable disease detection. 
Evaluation of the ROC curve yields an AUC of 0.93, 
indicating good discriminative ability. 

Meshram and Dembla [32] (2023) present a multistage 
classification approach for predicting diabetic retinopathy 
based on deep learning models. With an accuracy of 93.5% 
and an F1 score of 0.92, their method exhibits strong 
performance in disease prediction. The ROC curve analysis 
reveals an AUC of 0.94, suggesting effective discrimination 
between different stages of retinopathy. Table I shows the 
comparative analysis of past work done. 

Meshram, Dembla, and Anooja [33] (2023) develop and 
analyze a deep learning model for early detection of diabetic 
retinopathy through multiclass classification of retinal images. 
Achieving an accuracy of 94.6% and an F1 score of 0.93, their 
approach demonstrates high diagnostic accuracy. Evaluation 
of the ROC curve yields an AUC of 0.96, indicating excellent 
discriminatory power in detecting diabetic retinopathy. 

TABLE I. COMPARATIVE ANALYSIS OF PAST WORK DONE 

Author(s) Year Algorithms Used Datasets Results 

Alkhamis, Moh A., et al. 

[10] 
2024 

Random Forest, Gradient Boost, 

XGBoost, SVM and Logistic Regression 

1,976 patients with acute 

coronary syndromes in Kuwait 
80.92 % accuracy with random forest 

Peng, Mengxiao, et al. 

[11] 
2023 

XGBoost, Logistic Regression, 

LinearSVC, Random Forest and XGBH 

Shanxi Baiqiuen Hospital 

dataset& Kaggle Competition 

Dataset 

Without BMI AUC 0.8059 & With 

BMI 0.8069 

Srinivasan, Saravanan, et 

al. [12] 
2023 

Random Forest, Decision Tree, SVM, 

XGBoost, Radial basis functions, K-

nearest neighbour, Naïve Bayes and 

learning vector quantization 

UCI repository 

98.78 % accuracy, 98.07 % precision, 

97.1 Specificity, Recall value 95.31, 

F- measure 97.89 and 97.91 % 

Sensitivity with proposed learning 

vector quantization 

Cho, Sang-Yeong, et al. 

[13] 
2021 

AdaBoost, TreeBag, Neural Network 

with 8 variables, 16 variables, Logistic 

Regression 

National Health Insurance 

Service-Health Screening 

(NHIS-HEALS) cohort from 

Korea 

Pooled cohort equation (PCE) 

specifcally showed C-statistics of 

0.738. 

Schiborn, Catarina, et al. 

[14] 
2021 

the Pooled Cohort Equation, 

Framingham CVD Risk Scores (FRS), 

PROCAM scores, and the Systematic 

Coronary Risk Evaluation (SCORE) 

EPIC-Potsdam and EPIC-

Heidelberg 

(Not Available on Publicly) 

Performance was assessed by C-

indices, calibration plots, and 

expected-to-observed ratios with C-

indices consistently indicated good 

discrimination (EPIC-Potsdam 0.786, 

EPIC-Heidelberg 0.762) 

Ward, Andrew, et al. [15] 2020 

Random forest, Gradient Boost, 

XGBoost, SVC, Decision Tree, Logistic 

Regression 

Electronic Health 

RecordNorthern California; 

Primary Dataset 

Gradient Boosting Perform shows 

highest accuracy. 

Grammer, Tanja B., et al. 

[16] 
2019 

ARRIBA, PROCAM I, PROCAM II, 

FRS hard-CVE, ESC -HS, FRS-CHD1 

and FRS-CHD2 

Primary Data of 4044 

Participants of DETECT study 

sensitivity to predict future CVD 

occurrences is about 80%. 
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III. BRIEF DISCUSSION OF MACHINE LEARNING 

ALGORITHMS AND EVALUATION METRICS 

A. Machine Learning in CVD 

The application of machine learning techniques holds 
promise in both classifying and diagnosing cardiovascular 
diseases. Machine learning, with its diverse applications, 
ranging from identifying risk-increasing traits to enhancing 
vehicle safety systems, provides popular predictive modelling 
tools to overcome existing limitations [4]. 

This research endeavors to identify the risk of heart 
disease arising on the criteria mentioned above. Extensive 
research has already been conducted utilizing machine 
learning algorithms for predicting cardiac disease. 

 

Fig. 1. Types of machine learning. 

Fig. 1 defines about the types of machine learning 
algorithms. 

B. ML Algorithms 

1) KNN: “K-Nearest Neighbors (KNN)” is a supervised 

arrangement ML technique. It predicts outcomes based on the 

same training data provided. The Input data is compared to the 

features of existing data, and the technique calculates 

distances, such as Euclidean, Manhattan, or Minkowski, 

between feature points to compare unclassified data with 

classified data. The name "K-Nearest Neighbor" (KNN) 

signifies finding the closest neighbors to the input data [17]. 

Euclidean Distance 

𝐷(𝑥, 𝑦) = √∑ (𝑦𝑖 −  𝑥𝑖)
2𝑛

𝑖=0   (1) 

Manhattan Distance  

𝐷(𝑥, 𝑦) = ∑ |𝑥𝑖 − 𝑦𝑖|𝑛
𝑖=0    (2) 

Minkowski Distance 

𝐷 (𝑥, 𝑦) = (∑ |𝑥𝑖 − 𝑦𝑖|𝑛
𝑖=1 )

1

𝜌  (3) 

K-Nearest Neighbors (KNN) is an algorithm broadly used 
in supervised machine learning. This versatile technique can 
effectively tackle problem statements related to both 
classification and regression. In this method, the "K" 
represents the number of nearest neighbors with the new 
unfamiliar variable that needs to be forecasted or sorted. 

2) SVM: Data analysis often involves leveraging the 

“supervised learning technique” known as “Support Vector 

Machine (SVM)”. SVM is versatile, capable of addressing 

both regression and classification problems [18] [26] [27]. In 

SVM modeling, instances are mapped to points in a space, 

emphasizing a distinct gap between examples of discrete 

categories. 

The training method of the SVM develops a model that 
maps new samples in the same space and forecasted the 
different levels that they belong to [19], it is noted that it is a 
‘non-probabilistic binary linear classifier’. It is trained using 
data to recognize them as relating to one of two categories. 
Moreover, SVM manifests in two primary forms: 

a) Linear SVM: It is utilized when the data can be 

distinctly separated by a straight line. In simple terms, in any 

condition, a dataset can be divided into two distinct categories 

by drawing a single straight line, it is deemed linearly 

separable data. A Linear SVM is employed in this scenario to 

perform the classification. 

b) Non-linear SVM: It is applied when the data cannot 

be divided with the process linearly. Moreover, in any 

condition a dataset cannot be effectively separated by a 

straight line, it is categorized as non-linear data. In such cases, 

a Non-linear SVM classifier is utilized for effective 

classification. 

3) Naïve bayes: It is noted that in handling classification 

issues, the Naive Bayes method is utilised. Moreover, ‘the 

Bayes theorem’ is the process that serves as the foundation for 

this supervised ML technique. 

Bayes Theorem Equation 

𝑃 (
𝐴

𝐵
) =  

𝑃 (
𝐵

𝐴
) ∗𝑃 (𝐴)

𝑃 (𝐵)
       (4) 

A and B are events and P(B) ≠ 0. where the target to fulfil 
the probability of event A occurring given that event B is true. 
Event B is also referred to as evidence. 

It is noted that P (A) represents prior probability A, 
indicating the likelihood of the event before any proof is 
observed. The proof corresponds to a multiplication standard 
of an unfamiliar instance, denoted by event B. Moreover, P 
(A|B) signifies the possibility of B, depicting the probability 
of the event after the evidence is observed. 

It is noted that direct and efficient arrangement algorithms 
are the ‘Naive Bayes classifier’. Additionally, it facilitates the 
swift development of ML models capable of providing 
accurate predictions. This algorithm, often termed a 
probabilistic classifier, operates by predicting the data based 
on probabilities [20]. It is predominantly employed in data 
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classification tasks, particularly those involving sizable 
training datasets. 

4) Logistic regression: The supervised learning method 

called logistic regression is adept at addressing both 

classification and regression challenges. In classification 

problems, the target variable is often discrete or binary, taking 

on values such as 0 or 1. 

Logistic regression employs the sigmoid function in its 
process, generating categorical variables that can be 
represented as 0 or 1 [21], Yes or No, True or False, and so 
on. This predictive analysis technique relies on mathematical 
operations to make predictions. 

Logistic Function 

𝜎 (𝑍) = 
1

1− 𝑒−𝑍         (5) 

Logistic regression relies on a refined cost function known 
as the sigmoid or logistic function. This function produces 
output within the range of 0 to 1. Specifically, if a value falls 
below 0.5, it is interpreted as 0, while values exceeding 0.5 are 
interpreted as 1. 

5) Decision tree: The algorithm of decision trees is a 

structure of observed learning, commonly applied to solve 

classification challenges, but it is also versatile enough to 

handle regression problems. 

In essence, tree-structured a decision tree and classifier 
where the inside nodes depict the dataset's mode [22], leaf 
nodes signify the outcomes of choices, and branches outline 
the decision rules guiding each choice, often branching into 
multiple paths. It serves as a visual representation, 
systematically presenting all possible solutions or decisions 
based on predetermined criteria [23]. 

The attributes of the provided dataset guide the decisions 
or analysis within the tree. A decision tree starts by posing a 
question and then, based on the answer, bifurcates into sub-
trees, continuing the process. 

6) Random forest: A widely used supervised learning 

approach in machine learning is the Random Forest classifier. 

This versatile technique can be effectively applied to various 

ML tasks, encompassing both alignment and regression.  

Moreover, ‘Random Forest’ is built on ensemble learning, a 

strategy to tackle complex problems and enhance model 

performance by combining multiple classifiers [24]. 

In addition to enhancing the predictive actuality of the 
dataset, ‘Random Forest’ employs multiple decision trees, 
each trained on different subsets of the input data. Rather than 
confide on an individual decision tree, ‘Random Forest’ 
aggregates predictions from individual trees and forecasts the 
outcome based on the predictions that receive the most 
support [25, 26, 27, 28, 29]. The larger number of trees in the 
forest helps prevent overfitting and significantly improves 
accuracy. 

In classification problems, the ultimate output is 
determined using a majority voting classifier, while in 

regression problems, the final result is computed as the mean 
of all the outputs. This robust methodology in Random Forest 
significantly contributes to accurate predictions and effective 
prevention of overfitting. 

C. Evaluation Metrics 

Classification models yield various category outputs. 
While most error measures provide an assessment of the 
overall error in our model, they often do not pinpoint specific 
instances of mistakes within the model. There could be cases 
where the model tends to over classify certain categories 
compared to others, but standard accuracy metrics do not help 
in identifying such nuances [12]. 

A classifier's predicted and actual values can be combined 
in four distinct ways: 

It is notified that the percentage of events that our real 
values match the expected positive. There are several times 
the model right predicts negative standards as positives and 
vice versa. Without the projection the number is positive. Fig. 
2 shows the confusion matrix, with the help of the same we 
can find some parameters like accuracy, precision, recall etc. 

 

Fig. 2. 2*2 Confusion matrix layouts. 

The ratio of instances when our real negative standard 
matches our expected negative standard, which is known as 
the real negative. 

1) Accuracy: The exactness is used when conditioning the 

percentage of standards that were properly categorized. It 

shows how often our classifier is right. Based on the result 

dividing the sum of all real values by all values. 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (6) 

2) Precision: Precision is identified by how well all the 

models can categorise in actual values. There is calculation by 

rebuttal the whole number of projected actual values by the 

real positives. 

Precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
          (7) 

3) Recall: There is used when all the determine how well 

a model can predict positive values. It is noted that how often 

does the model show real forecast positive values? On the 

other hand, it is also calculated by dividing the total number of 

real positive values by the genuine positives. 

Recall =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
       (8) 

4) F1-Score: The tunable mean of repeal and legibility is 

F1 score.  There is a need to consider both Accuracy and 

Recall, it is beneficial. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 3, 2024 

195 | P a g e  

www.ijacsa.thesai.org 

F1-Score = 
2 ∗ 𝑃𝑅𝐸𝐶𝐼𝑆𝐼𝑂𝑁∗𝑅𝐸𝐶𝐴𝐿𝐿

𝑃𝑅𝐸𝐶𝐼𝑆𝐼𝑂𝑁+𝑅𝐸𝐶𝐴𝐿𝐿
  (9) 

IV. METHODOLOGY AND IMPLEMENTATION 

The dataset related to cardiovascular disease from various 
primary and secondary sources including the Machine 
Learning Library for this research. This dataset comprises 11 
distinct features and a target variable, encompassing a total of 
70,000 patient records. The characteristics of the dataset are 
outlined in Table II. 

The input features fall into three distinct classes: objective, 
examination-based, and patient-reported information. 
Objective features encompass Age, Weight, ‘Body Mass 
Index (BMI)’, Height, and Gender. Examination features 
include ‘Systolic hypertension’, Cholesterol, ‘Diastolic Blood 
Pressure’ and Glucose. Subjective features consist of 
Smoking, consumption of alcohol, physical performance, and 
the target variable denoting the presence or absence of 
cardiovascular disease, labelled as "cardio." The whole 
computation work is done in Google Colab in Python 
Language. 

TABLE II. DATASET MULTIPLICATION 

S.no. Name of Attribute Feature Type Name Type 

1 Age Feature objective Age ‘int (days)’ 

2 Height Feature objective height ‘int (cm)’ 

3 Weight Feature objective weight ‘float (kg)’ 

4 Gender Feature objective gender ‘categorical code’ 

5 Systolic hypertension Feature of examination ap_hi ‘int’ 

6 Diastolic blood pressure Feature of examination ap_lo ‘int’ 

7 Cholesterol Feature of examination cholesterol 

1: Customary, 2: above 

Customary, 3: well above 

Customary 

8 Glucose Feature of examination Gluc 

1: normal, 2: above 

normal, 3: well above 

normal 

9 Smoke Feature of subjective Smoke Geminate 

10 Intake of booze Feature of subjective Alco Geminate 

11 Various physical operation Feature of subjective Active Geminate 

12 
Existence or absence of cardiovascular 

ailment 
Variable in target Cardio Geminate 

A. Data Pre-processing 

Initially, we performed a thorough check for any null or 
missing values within the provided dataset. Subsequently, we 
identified and removed duplicate rows, resulting in a dataset 
containing 21,558 rows of valuable data [6]. 

Fig. 3 shows the complete descriptive statistics of the used 
dataset of all the parameters. Following this, we conducted an 
outlier analysis, selecting specific parameters to refine the 
dataset further, ultimately retaining 10,913 data entries. 

In Fig. 4, a heatmap illustrating feature correlation is 
presented. A number smaller than zero in this graphic shows a 
negative correlation, zero means there is no relationship 
between two features, and the depth of colour indicates how 
strongly the features are correlated. 

After studying the dataset, it was identified that before 
training the ML models, it was necessary to scale all the 
standards and turn some class grade into dummy variables 
[11]. ‘Principal component analysis’, ‘linear discriminant 
analysis’, and ‘generalized discriminant analysis’ are some of 
the feature extraction techniques that can be employed in this 
step to remove duplicates from the dataset and extract 
pertinent variables. 

B. Python Libraries 

Python libraries are sets of modules that include pre-
written, helpful routines and functions, saving you time and 
effort. In this study we used following Python Libraries 
namely as Pandas, Numpy, Matplotlib, Seaborn, Sklearn etc. 
High-level data sets are prepared for machine learning and 
training by another Python module called Pandas. It makes use 
of both one-dimensional (series) and two-dimensional (Data-
Frame) data structures. Due to its wide range of mathematical 
operations, NumPy is a well-liked Python library for multi-
dimensional array and matrix processing. 

 

Fig. 3. Descriptive analysis of dataset with attributes. 
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Fig. 4. Correlation matrix of different parameters. 

A Python data visualisation package called Matplotlib is 
mostly used for producing eye-catching plots, graphs, 
histograms, and bar charts. Plotting data from Pandas, NumPy, 
and SciPy is supported. Based on NumPy and SciPy, Scikit-
learn is a widely used machine learning package. 

V. RESULTS AND ANALYSIS 

In this research, we began by comprehending the pre-
processed dataset through exploratory data analysis. The 
dataset underwent a thorough cleaning process, involving the 
removal of outliers and null values. Subsequently, we 
proceeded to apply the proposed method along with various 
other machine learning techniques to this meticulously 
prepared dataset. 

The algorithm's effectiveness is assessed in the Table III; 
there are metrics of employing such as recall, precision, F1 
Score, ROC AUC, and accuracy. Various classification 
algorithms, including Naïve Bayes, SVM, KNN, Decision 
Tree (DT), Random Forest (RF), and Logistic Regression, 
were utilized to evaluate the performance and classification 
accuracy. 

TABLE III. SUMMARY OF RESULT OBTAINED 

Algorithm Accuracy Roc_Auc Recall Precision 
F1-

Score 

KNN 84.20 0.83 0.85 0.95 0.90 

Naïve Bayes 87.95 0.94 0.89 0.96 0.92 

SVM 88.59 0.95 0.91 0.95 0.93 

Decision Tree 81.58 0.71 0.88 0.89 0.89 

Random Forest 82.04 0.91 0.88 0.89 0.89 

Logistic 

Regression 
85.94 0.92 0.92 0.90 0.91 

Logistic Regression: 

 

Fig. 5. Training & testing accuracy score for logistic regression classifier. 

 

 

Fig. 6. Logistic regression confusion matrix for training & testing. 
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Fig. 7. ROC curve for logistic regression for training and testing. 

From the data presented in Table III, it is evident that the 
“SVM and Naïve Bayes” algorithms earn the highest 
accuracy, scoring 88.59 and 87.95 respectively for the testing 
dataset. Fig. 5 depicts the results in the form of classification 
report having precision, recall f1-score, support, and the 
accuracy scores for both training and testing datasets for 
‘logistic regression’. Fig. 6 shows the confusion matrix visuals 
clearly for the training and testing datasets with actual & 
predicted values for the Logistic regression. 

The visual representation of these findings through ROC 
Curves and accuracy scores in Fig. 7 further reinforces the 
superiority of Logistic Regression algorithms in distinguishing 
between positive and negative instances. These models exhibit 
robust performance on both training and testing datasets, as 
illustrated in the visualizations. 

Machine learning techniques have demonstrated immense 
potential for early prediction of cardiovascular disease, 
enabling the analysis of extensive datasets to identify patterns 
and correlations often overlooked by conventional statistical 
approaches. Early prediction of heart disease is a critical yet 
challenging task in the field of medicine. 

VI. CONCLUSION AND FUTURE WORK 

This article highlights various automated computational 
approaches for predicting cardiovascular disease utilizing 
supervised learning and classification techniques. Multiple 
features are incorporated to test the algorithms, aiming to 
deliver precise illness prognostication. The decision classifier 
method leveraging variables such as age, BMI, cholesterol, 
and other factors, has proven highly effective in predicting the 
presence of illness. However, there are several challenges that 

need to be addressed to develop robust machine learning 
models for early detection of CVD. 

The approaches and methods for detecting cardiovascular 
disease based on several machine learning algorithm types 
were discussed in this study. Include a comparison study of 
the many prior studies that were conducted to diagnose 
cardiovascular disease using various algorithms and 
techniques, along with the accuracy of the results. 

In conclusion, the analysis of the results presented in Table 
III highlights the exemplary performance of the Support 
Vector Machine (SVM) and Naïve Bayes algorithms in 
predicting cardiovascular diseases, achieving the highest 
accuracy scores of 88.59% and 87.95%, respectively, for the 
testing dataset. 

Future research would concentrate on other machine 
learning and deep learning models like Ensemble learning 
approaches (XG Boost, CAT Boost, Light GBM, Ada Boost, 
MLP Classifier etc.) Ultimately, the early detection of CVD 
risk factors through ML models has the dynamic to notably 
alleviate the global burden of cardiovascular disease. Despite 
promising results, challenges persist in developing robust 
machine learning models for early prediction of CVD. A 
major challenge is the lack of standardized data collection and 
analysis protocols, leading to inconsistencies in the data used 
during the method of training and various testing ML models. 
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