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Abstract—Obesity has become a widespread problem that 

affects not only physical well-being but also mental health. To 

address this problem and provide solutions, Machine Learning 

(ML) technology tools are being applied. Studies are currently 

being developed to improve the prediction of obesity. This study 

aimed to predict obesity levels in nutritional patients by 

analyzing their physical and dietary habits using the Decision 

Tree (DT) model. For the development of this work, we chose to 

use the CRISP-DM framework to follow the development in an 

organized way, thus achieving a better understanding of the data 

and describing, evaluating, and analyzing the results. The results 

of this work yielded metrics with significant values for predicting 

obesity: so much so that the accuracy rate was 92.89%, the 

sensitivity rate was 94% and the F1 score was 93%. Likewise, 

accuracy metrics above 88% were obtained for each level of 

obesity, demonstrating the effectiveness of the DT model in 

predicting this type of task. Finally, the results demonstrate that 

the DT model is effective in predicting obesity, with significant 

results that motivate further research to continue improving 

accuracy in this type of task. 

Keywords—Obesity; Machine Learning (ML); Decision Tree 

(DT); Prediction; CRISP-DM 

I. INTRODUCTION 

Today, obesity has become a potentially serious health 
problem worldwide. It is a condition characterized by an 
abnormal or excessive accumulation of fat in the body, which 
can have negative effects on a person's health. Obesity is 
associated with several health problems, including diabetes, 
heart disease, high blood pressure, and some forms of cancer 
[1]. It is also linked to psychological problems such as 
depression and anxiety. 

Obesity is a major public health problem that causes 
physical and psychological health problems [2]. Surprisingly, 
this problem has tripled in the last four decades and, 
unfortunately, continues to increase [3]. This can pose a major 
public health challenge, especially for children and adults [4]. 
According to studies, global projections of adult obesity rates 
in 2010, 2025, and 2030 indicate an increase in obesity levels 
depending on the individual's degree of obesity [5], [6]. In 
addition, research on childhood obesity confirms a significant 
increase, which is now considered a global epidemic [7]. In 
2010, UNICEF revealed that 40 million children had grade 1 
obesity, with 81% of them coming from Asian countries [8]. 
Furthermore, it was predicted that by 2020, nearly one in ten 
children worldwide, and one in eight children in Africa, would 
be obese or undernourished [9]. The regions with the highest 
rates of childhood obesity are those in Asia-Pacific [10].  

Worryingly, the rate of obesity has increased worldwide in the 
last decade. This is now considered a serious public health 
problem due to its strong connection with chronic diseases such 
as diabetes [11]. Obesity is a complex problem influenced by 
genetics, lifestyle, and environmental factors. Public health 
experts are using ML tools to predict and identify individuals at 
risk for obesity to provide personalized interventions [12]. 
Tools such as these make it easy to identify who needs help and 
create a personalized plan to meet their unique needs. With the 
potential provided by predictive analytics, proactive steps can 
be taken to combat obesity and help people live healthier, 
happier lives [13]. This trend is particularly concerning because 
childhood obesity is associated with an increased risk of 
chronic disease later in life. In addition, the incidence of 
cardiovascular disease in adults has increased, further 
emphasizing the need for effective prevention strategies [14]. 
Importantly, genetic factors may also influence short-term 
changes in body mass index (BMI), especially during the early 
years of development. However, due to the cross-sectional 
nature of the research, it is very complex to establish a causal 
relationship [15]. Nevertheless, these results highlight the 
importance of early intervention and prevention efforts to 
address the obesity epidemic and its associated health risks. 

Technological approaches, especially ML models, can be 
excellent predictive tools that can help predict the level of 
obesity. For example, the DT model is a map that shows 
possible outcomes based on a series of related decisions, using 
algorithms to predict the degree of obesity of individuals [16]. 
BMI tests are a key indicator for predicting body fatness [17], 
so in this work, we seek to develop a model that can be used as 
a predictive index of obesity [18]. However, it is important to 
note that external validation is vital, as it represents the most 
optimal situation [19]. Therefore, simulated experiments based 
on BMI samples may not be as accurate [20]. Ultimately, the 
use of a tool that can optimize and streamline obesity 
prediction processes through an app provides users with a 
better experience based on the results obtained. This, in turn, 
ensures better treatment by healthcare professionals [21]. 

The objective of this study is to provide a technological 
solution capable of predicting the level of obesity in nutrition 
patients, thus improving the accuracy of obesity level 
prediction, and patient awareness and reducing the time 
required to make such predictions. 

To achieve this objective, the following sections are 
presented: Section II presents the most relevant studies on 
obesity and the use of ML; Section III builds the methodology 
and develops the case study; Section IV presents the results of 
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the study; Section V discusses the results with related works; 
and finally, Section VI presents the conclusions of the paper. 

II. LITERATURE REVIEW 

Multiple organizations, such as WHO/PHO, regularly 
publish reports or articles related to obesity. In addition, 
students, researchers, and independent groups have published 
papers that aim to address the problem of obesity using 
technology. For example, in study [22], a study analyzed six 
ML techniques to create a model capable of classifying obesity 
in individuals using a 3D scanner, X-ray equipment, and a body 
composition analyzer. The study obtained indicators above 
75%, with the Random Forest technique presenting the best 
results. In the study [23], an algorithm was developed to 
analyze and predict whether infants are at risk for obesity based 
on their fourperiod BMI data. The algorithm was tested with 
18818 infant samples and seven ML algorithms, and the 
Multilayer Perceptron algorithm provided the best results. It 
achieved an accuracy rate of 96%, with only 4% of cases 
classified as "At Risk", and a sensitivity value of 92%. This 
highlights the importance of being able to predict obesity in 
individuals. Also, in ref [24] they analyzed obesity in India 
using several algorithms such as Xero, EM, Apriori, and Best-
First. They then evaluated better-known algorithms such as 
KNN, Linear Regression, and AdaBoost to predict and/or 
forecast obesity and gain new insights into the prediction of 
obesity in people. The study concluded that there are various 
levels of obesity in the population of the district where the 
research was conducted.  

Similarly, in study [25], analysts developed an analysis of 
various ML algorithms such as K-NN, SVM, Logistic 
Regression (LR), Bayesian Networks, Random Forest, DT, 
AdaBoost, MLP, and Gradient Boosting to predict the risk of 
obesity. Two tests were performed, applying PCA in the 
second one, and the best result was an accuracy rate of 97.09% 
achieved by LR. The study concluded that obesity risk 
prediction was approached by evaluating nine ML techniques, 
and the most outstanding results were obtained with the Linear 
Regression technique. In study [26] conducted a study on 
single nucleotide polymorphisms related to eating habits that 
resulted in BMI readings equal to or greater than 25 kg/m² in 
100 samples and BMI less than 25kg/m2 in 51 samples. The 
study also showed that individuals with allelic variants AgRP, 
Ala67Ala, ADRB2, Gln27Glu, Glu27Glu, INSIG2, Ala12Ala, 
and Pro 12 pro tend to develop obesity.  Also, in [27], a 
predictive model was created to predict obesity in adult 
populations using ML techniques such as LR, Random Forest, 
Decision Tree, SVM, Gradient Boost, and Ada Boost. The 
study showed that LR and Decision Tree had the best 
performance in predicting obesity in adults based on accuracy. 
On the other hand, in study [28] a predictive model was 
developed using DT, LR, and KNN to estimate obesity levels 
from data related to dietary and physical habits, as well as other 
factors related to BMI. The study concluded that DT was the 
most effective technique for estimating obesity levels, with 
better accuracy than the other two techniques evaluated.  

In study [29], a predictive model was created to forecast the 
level of obesity in high school students. The model employed 
four ML techniques: Binary LR, Enhanced DT, Weighted 

KNN, and Neural Networks. The results showed that the 
Binary LR technique had an accuracy rate of 56.02%, DT had 
an accuracy of 80.23%, KNN had an accuracy of 88.82%, and 
Neural Networks had an accuracy of 84.22%. The model with 
the highest accuracy was KNN, indicating that obesity is a 
major problem that needs to be addressed from various 
perspectives to reduce its prevalence among young people. 
Along the same lines, in study [30], they used ML algorithms 
such as SVM, DT, and Neural Networks, and applied Principal 
Component Analysis to determine the main factor of obesity in 
individuals using a dataset based on obesity-related patterns. 
The result was an accuracy level of 90% in both Neural 
Networks and DT algorithms while highlighting that a crucial 
factor in obesity is the presence of family members with 
obesity or overweight. Furthermore, in a study by [31], a 
predictive algorithm was developed to identify factors 
contributing to obesity and estimate obesity levels using 
unsupervised learning methods. The algorithm achieved an 
accuracy level of 97.8% using the cubic SVM technique. 

III. METHOD 

This section develops the theoretical basis of the DT model 
and the methodology used in the development of the case 
study. 

A. Decision Tree 

A DT is a nonparametric supervised learning algorithm that 
can be used for both classification and regression tasks. It has a 
hierarchical tree structure consisting of root nodes, branches, 
internal nodes, and leaf nodes [32], [33], [34]. Depending on 
the available features, both types of nodes perform evaluations 
by forming homogeneous subsets represented, by leaf nodes or 
end nodes. Leaf nodes represent all possible outcomes of a 
dataset [35], [36]. DT learning uses a divide-and-conquer 
strategy to determine the best-split point in the tree by greedy 
search. This partitioning process is recursively repeated from 
top to bottom until all or most of the records are classified 
under the given class label [37]. 

This approach provides a high degree of insight by 
determining the independent variable for each distribution in 
each branch of the tree. In addition, other algorithms or 
techniques belonging to the DT group, such as Random Forest 
or eXtreme Gradient Boosting, are based on decision trees [38], 
[39]. 

B. Understanding the Data 

In this phase, we define the data set used for the 
development of the study, which comes from the Kaggle 
platform and comprises 17 variables relevant for predicting 
obesity levels based on dietary and physical patterns. To 
interpret the information, the data values are analyzed. 
Therefore, the logic of the data must be handled to accurately 
identify the functioning of the variables. This stage is crucial to 
understanding the behavior of the data, which helps to make 
informed decisions during the study.  

C. Description of Data 

In this phase, a general description of the data set is 
provided, including its variables, data types, and a brief 
description of what it represents. Table I presents the 
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characteristics of the data set. The purpose of this section is to 
provide the reader with a clear understanding of the content of 
the data set and to interpret the results more accurately. 

TABLE. I DATA SET DICTIONARY 

Variable Type Description 

Height 

Float64 

Person height in meters. 

Weight Person weight in kilograms. 

FCVC 
Frequent consumption of 
vegetables. 

NCP Number of main meals per day. 

TUE Use of technology devices in hours. 

SMOKE ¿Does the person smoke? 

CH2O Dairy consumption of wáter. 

FAF 
Frequency of weekly physical 

activity. 

Age Age of the person. 

Gender 

Object 

Gender of the person. 

Oerweight_family_history There are relatives with obesity. 

FAVC 
Frequent consumption of high-

calorie foods. 

CAEC Food consumption between meals. 

SCC Monitoring of calorie consumption. 

CALC Frequency of alcohol consumption. 

MTRANS Means of transport usually used. 

NSP Obesity level (Target). 

The dataset for this work is composed of more than 2000 
entries and 17 variables, ranging from dietary patterns, physical 
habits, and general demographic data such as age and sex. The 
most relevant characteristic is the attribute "NSP", which 
reflects the patient's level of obesity and serves as the target 
variable. 

D. Exploratory Data Analysis 

In this phase of the data analysis process, the matplotlib-
based Seaborn library was used to draw and explore the 
statistical data. This library is an excellent tool that integrates 
tightly with the panda’s data structures. Seaborn focuses on 
what the different elements of the graphs mean, rather than the 
details of how to draw them. Among its main functions is the 
plotting of data frames and matrices that are performed 
internally in semantic mapping and statistical aggregation. The 
graphs produced by this library provide valuable information 
about the dispersion of the data about the mean value of each 
variable or characteristic. It is very important to adjust the 
attributes of the axes, as shown in Fig. 1, where the degree of 
obesity of each patient is presented. 

Fig. 1 shows the distribution of NSP variables among 
different levels of obesity in the data set. Fig. 1 clearly shows 
that there are more overweight patients than patients with any 
other degree of obesity. This distributional information can be 

used to determine the prevalence of obesity in a population and 
help design appropriate interventions to control obesity. 

 
Fig. 1. NSP variable histogram. 

In addition to distributional information, Fig. 2 shows the 
correlation between pairs of variables. There is a correlation 
between age and obesity level, which is useful for data set 
analysis. This information can be used to understand how 
different variables are related to each other and can help to 
better understand the data set. 

 
Fig. 2. Relationship between Age - NSP variables. 

After the analysis of the data set, the degree of correlation 
between the variables was also examined. For this purpose, the 
correlation matrix of variables was used to analyze the 
relationship between different variables in the data set. The 
relationships between variables provide information on the 
strength and direction of the relationships between variables in 
the data set, and the correlation matrix is used to measure the 
correlation coefficient. For example, if two variables are highly 
correlated, this may indicate that they both measure the same 
phenomenon. Conversely, if two variables are negatively 
correlated, this may indicate that they are measuring opposite 
phenomena. As it can be seen in Fig. 3, there are two pairs of 
variables with high correlation coefficients: weight/height and 
age/truth.
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Fig. 3. Variables correlation matrix.

The correlation matrix of variables presented in Fig. 3 
shows correlation values ranging from -1 to 1, indicating the 
strength and direction of the relationship between the two 
variables. For example, age shows a weak negative correlation 
with most of the other variables, implying that as age increases, 
these variables tend to decrease. On the other hand, height 
shows a positive correlation with weight, suggesting that as 
height increases, weight also tends to increase. Similarly, 
weight shows a positive correlation with height. While there is 
a moderate correlation between FCVC and CH2O, there is a 
weak negative correlation with FAF and TUE. FCVC, or the 
frequency of eating raw vegetables, is directly related to body 
weight, meaning that people who eat more raw vegetables tend 
to lose weight. In addition, the number of main meals (PNC) 
was positively correlated with height and water intake. 

In analyzing the data collected, we found that age plays a 
decisive role in determining the level of physical activity. 
Participation in physical activity appears to decrease as people 
age. In addition, there is a positive correlation between height 
and physical activity suggesting that taller people are likely to 
be physically active. In addition, the data indicated a weak 
positive correlation between PNC and CH2O and physical 
activity levels. However, it should be noted that these results 
may be influenced by other factors, so further studies may be 
needed to obtain better results. 

Finally, the screen time variable showed a strong negative 
correlation with age. This finding means that as people age, 
their tendency to use electronic devices for longer period’s 
decreases significantly. These results are critical to help us 
understand the factors that influence physical activity levels 
and screen time use patterns across all age groups. 

E. Data Verification and Structuring 

During this process, null or empty values are searched for 
in the data of each variable, to prepare them for training and 
verifying their post-processing behavior. These steps are 
essential to ensure data quality before proceeding with analysis 
and modeling. 

During this stage, data scaling, balancing, and/or 
transformation are performed to structure the data set. These 
tasks are carried out to sort the data for each variable, which 
reduces the possible dispersion of values and improves the 
efficiency of the model. Previously, a data table was created for 
each variable showing the minimum, maximum, mean, 
median, and standard deviation values, to determine if scaling, 
balancing, or transformation techniques are required according 
to the model requirements, as shown in Table II. In addition, 
during model construction, data quality must be ensured and 
properly prepared, since scaling methods require that each 
variable be placed without repetitions to avoid negative 
impacts on the model due to the size of the variables.

TABLE. II VERIFICATION OF VARIABLES 

 Age Height Weight FCVC NCP CH2O FAF TUE 

Count 2111.00 2111.0 2111.0 2111.00 2111.00 2111.00 2111.00 2111.00 

Mean 24.3126 1.7016 86.586 2.41904 2.68562 2.00801 1.01029 0.65786 

Std 6.3459 0.0933 26.191 0.53392 0.77803 0.61295 0.85059 0.60892 

Min 14.000 1.4500 39.000 1.00000 1.00000 1.00000 0.00000 0.00000 

Max 61.0000 1.980 173.000 3.00000 4.0000 3.0000 3.0000 2.0000 
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F. Model Construction and Validation 

In this phase, the model is used to make decisions based on 
the knowledge generated. The data set was divided into 20% 
for testing and 80% for training and validation. The Pandas, 
NumPy, and Scikit-learn libraries were used to implement the 
code in Python.  This section allows the results of the model to 
be independently verified and evaluated. In addition, the 
command data_train.groupby('NSP') is used to display the 
number of people per NSP (obesity level).size() variable. This 
will allow us to see how people are distributed at each obesity 
level. It is also crucial to look at the type of variable in each 
column of the dataset. A graphical visualization can be 
performed within the cross-validation to achieve an 80% 
accuracy level. 

G. Model Creation, Training, and Testing 

Before creating a predictive model, it is important to verify 
the target variable (NSP) in the given data set. Table III shows 
the distribution of each NSP class in the training data set. Since 
imbalances in the data can affect the performance of the model, 
analyzing the distribution of the classes of the target variable is 
critical. Table III presents the number of instances of each NSP 
class in the training data set, indicating the proportion of each 
class in the data. This analysis is necessary to understand the 
distribution of classes, identify the need for balancing 
techniques such as oversampling or undersampling, and ensure 
that the model is trained equally on all classes. By addressing 
any imbalance, equitable model training and accurate 
predictions are ensured. 

TABLE. III NSP VARIABLE DISTRIBUTION 

 
Obesit

y I 
Obesit

y II 
Obesit
y III 

Insufficien
t Weight 

Norma

l 

Weight 

Overweigh
t 

Coun
t 

295 270 216 224 234 450 

To ensure that the distribution of the data contained in each 
class of the target variable "NSP" have similar weights, or in 
case they do not, a scaling process must be performed. It can 
be observed that the class "Overweight" has more data 
compared to other classes with similar amounts according to 
the distribution of the classes of the target variable. Therefore, 
the weight of the "Overweight" class will be adjusted to match 
that of the other classes. Subsequently, a cross-validation of the 
Decision Tree will be performed. This process aims to estimate 
the optimal depth of the tree, which will increase the efficiency 
of the model.  Then, the decision tree is generated using the 
training data and the previously calculated parameters 
(maximum depth, and weights for each class of the NSP 
variable). 

IV. RESULTS 

After training the DT model with the training data, we 
proceeded to predict the results with the test data, resulting in 
an impressive accuracy rate of 92.89%. This indicates a high 
level of model performance and reliability. In addition, the 
confusion matrix helped us to identify correct and incorrect 
predictions, giving us a more detailed view of the model's 
effectiveness, as shown in Fig. 4. 

 
Fig. 4. Obesity levels correlation matrix. 

In addition, to measure the performance of the model, 
several metrics were obtained for all classes of the "NSP" 
variable, as presented in Table IV. These metrics allow us to 
evaluate the percentages of accuracy, recall, and F1 scores 
obtained from the prediction of the test data. This provides a 
comprehensive assessment of the accuracy of the model, 
allowing us to determine the effectiveness of the prediction 
methodology. Using these metrics, it is possible to further 
refine and improve the results of the model to achieve better 
predictions in the future. 

TABLE. IV CLASSIFICATION REPORT 

 Precision Recall F1-Score Support 

Insufficient 

Weight 
0.92 0.96 0.94 73 

Normal Weight 0.94 0.96 0.95 68 

Overweight 0.98 0.96 0.97 52 

Obesity I 0.90 1.00 0.95 47 

Obesity II 0.88 0.85 0.86 66 

Obesity III 0.95 0.90 0.92 116 

Accuracy   0.93 422 

Macro AVG 0.93 0.94 0.93 422 

Weighted AVG 0.93 0.93 0.93 422 

To evaluate the classification of variables for each level of 
obesity obtained from the NSP, precision measures were 
analyzed for each variable in each type of obesity. The results 
showed an accuracy of 92% for underweight classes, 94% for 
normal weight, 98% for overweight, 90% for obesity I, 88% 
for obesity II and 95% for obesity III. These precision values 
indicate how accurately the model classified each level of 
obesity. Higher accuracy values mean that the model can 
correctly classify a higher proportion of cases at that level of 
obesity. 

These results are obtained from the sample size and are 
based on an accuracy of 80% during the creation of the DT. 
The results reveal that the model is very effective in identifying 
different levels of obesity. The accuracy values further 
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demonstrate the accuracy of the model's classifications, with 
the highest accuracy rate recorded for the Overweight category. 
The results are based on a consistent sample size, which lends 
credibility to the model's ability to accurately classify cases.  

V.  DISCUSSION 

The results of this research validate the main objective, but 
a comparative analysis with previous studies is necessary to 
demonstrate the relevance of the obesity prediction study. After 
evaluating several studies related to the topic presented in this 
research, we refer to the results found in the studies most like 
this work, which aim to predict obesity. For example, a study 
[40] predicted obesity using 3D scanner data with an accuracy 
of 80% and an accuracy of 84%, which are lower than the 
results obtained in this work. However, in the study [23], 
which predicted the risk of childhood obesity using a dataset of 
18,818 infants in four age periods and applying seven ML 
algorithms, the Multilayer Perceptron algorithm obtained the 
best indicator with an accuracy of 96%, which is higher than 
the results of this work. 

Several ML techniques were applied to predict obesity, 
with logistic regression and DTs being the most relevant 
models. 

Furthermore, in study [27] predicted obesity in adults using 
their dietary patterns and various ML techniques, with logistic 
regression and DT models being the most relevant for 
predicting obesity. Finally, the results obtained in study [30] 
show similar levels of accuracy, where models such as SVM, 
DT, neural networks, and PCA were used to find that a 
decisive factor in obesity is family history, reaching an 
accuracy rate of 90% for DT and neural networks. Based on 
the above, we state that this work is very relevant in terms of 
obesity prediction since it has reached an accuracy rate of 
92.89%, higher than those obtained in the studies. In 
conclusion, this work has managed to predict obesity with a 
very effective level of accuracy and contributes knowledge to a 
global problem that affects everyone. 

VI. CONCLUSION 

Several researchers and institutions are looking for 
technological solutions that allow a better prediction of obesity 
levels either at early ages, young people, or adults; in the 
present work, we sought, using decision trees, to predict the 
level of obesity in nutrition patients. The data set used for the 
present investigation consists of 2111 records and 17 variables 
that encompass both physical and dietary habits. 
The result achieved showed that DTs are very efficient in the 
prediction of the level of obesity, with the support of previous 
studies and the results obtained with the prediction of the test 
data, which were 92.89%, and it can be stated that the study 
was successful. The results obtained support the position that 
the application of DT to predict obesity levels does achieve its 
purpose, although, for future research or proposals for 
improvement, it is recommended to apply ML, more 
specifically DT, too much larger groups or to apply it to new 
scenarios or patterns that offer another point of view on obesity 
prediction. Regarding the limitations of the study:  

1) The results of the study may not generalize to other 

populations or contexts because it is based on a specific 

dataset collected through the Kaggle platform. The accuracy 

of the model may also be affected by the representativeness 

and quality of the data. 

2) Although class imbalance in the dataset has been 

addressed during model building, it remains an issue for 

predicting obesity. Obesity classes may not be equally 

represented in the population, which could bias the model 

results. 

3) Several variables have been used to predict obesity, but 

the importance of each of these variables may be limited. 

Prediction may be more significantly affected by some 

characteristics than others, which may not be fully reflected in 

the results presented.  

For future work, it is recommended to apply ML models to 
predict the level of obesity in demographic populations and to 
work with data covering different ethnic groups, ages, genders, 
and geographic locations.  In addition, it is recommended to 
compare several ML models to predict obesity, such as LR, 
Support Vector Machines, Neural Networks, and Random 
Forest, among others. This work will allow us to determine if 
ML models such as DT are still the best option or if other ML 
algorithms offer equal or superior performance. 
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