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Abstract—Nowadays, smartphones are equipped with various
sensors collecting a huge amount of sensitive personal information
about their users. However, for smartphone users, it remains
hidden, and sensitive information is accessed by used applications
and data requesters. Moreover, governmental institutions have
no means to verify if applications requesting sensitive informa-
tion are compliant with the General Data Protection Directive
(GDPR), as it is infeasible to check the technical details and
data requested by applications that are on the market. Thus,
this research aims to shed light on the compliance analysis
of applications with the GDPR. Therefore, a multidimensional
analysis is applied to analyzing the permission requests of
applications and empirically test if the information provided
about potentially dangerous permissions influences the privacy
awareness and their willingness to pay or sell personal data of
users. The use case of Google Maps has been chosen to examine
privacy awareness and the monetary assessment of data in a
concrete scenario. The information about the multidimensional
analysis of the permission requests of Google Maps and the
privacy consent form is used to design privacy nudges to inform
users about potentially harmful permission requests that are not
in line with the GDPR. The privacy nudges are evaluated in
two crowdsourcing experiments with overall 426 participants,
showing that information about harmful data collection practices
increases privacy awareness and also the willingness to pay for
the protection of personal data.
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I. INTRODUCTION

Smartphone applications (apps) are nowadays considered
an indispensable part of our lives due to the wide range of
services and utilities they provide, such as digital contact
tracing, public transport, navigation, education, and many
others. Many business strategies depend on continuous data
collection to earn revenue by leveraging personal data. Firms
such as Google and Facebook require users to continuously
provide personal information as a precondition for accessing
their services. This enables them to profit through detailed
targeting and advertising [1], [2], [3]. Additionally, a growing
number of firms and institutions are engaging in the exchange
of users’ personal data, often navigating ambiguous legal
areas while handling the earnings from these transactions [4].
However, the continuous data sharing from many applications
on smartphones, which monitor, collect, and transmit data
about the daily lifestyle of their owners, can reveal sensitive
information, such as camera feeds, messages, moving patterns,
voice commands, physiological data, and much more [5].

However, it is not a trivial task for the users to verify whether
applications might induce a potential privacy threat. Due to the
mobile nature and use of wireless communication protocols,
applications are able to access, use, and transmit sensitive
information to remote servers without user interactions [6].
Often it remains unclear to users what data is being transferred
and how to turn continuous data sharing off. The complexity
and length of privacy consent forms and the lack of technical
knowledge are obstacles hindering the user from making
privacy-conscious decisions [7]. Cases of mishandling and
misuse of personal information have heightened government
awareness about the necessity of creating regulatory structures
to protect personal data on the internet. The General Data
Protection Regulation (GDPR) of the European Union and
the California Consumer Privacy Act (CCPA) exemplify this,
setting standard data privacy regulations and enhancing indi-
viduals’ authority over their personal information [8]. While
the industry has attributed economic value to personal data,
utilizing it across various businesses from social media and
advertising to the enhancement of personalized products, the
assessment of the monetary worth of the data from the view-
point of the user remains a largely unexplored area of study
[8], [9], [10], [3], [11]. To assess the monetary value of specific
goods from the users’ perspective, the metrics employed are
the Willingness to Pay (WTP) for a particular item and the
Willingness to Accept (WTA) compensation in exchange for
that same item [11].

Therefore, a detailed analysis is presented in the following
to shed light on regulatory compliance issues, inappropriate
design and development strategies, and severe privacy issues
applications might have. The analysis follows a similar struc-
ture as proposed in [6], [12] to evaluate potential GDPR
compliance issues of a sensitive domain such as location
tracking applications. Moreover, different privacy nudges are
designed based on the results of a multistage analysis to
examine effective means of informing users about potentially
harmful privacy practices. Additionally, we examine whether
users have higher WTP and WTA ratings to protect their
personal information on a monthly basis when presented with
information about what data is collected continuously.

Thus, this analysis aims to answer the following research
questions:
RQ1: Do privacy nudges about potentially harmful privacy
practices increase the awareness of users?
RQ2: Do information about potentially harmful permission
requests change users’ privacy awareness and willingness to
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pay for the protection of personal data?

Our analysis comprises two main phases. The Phase I
consists of three steps: (1) we analyze the apps’ permission
requests within their Android manifests to provide an overview
of the most prominent permission requests and their potential
privacy and security implications; (2) we inspect statements
made by app providers in their privacy policies with respect
to the fulfillment of legal requirements enforced by the data
protection legislation; and (3) we explores the apps’ run-time
permission accesses to investigate if apps access any sensitive
resources without users being aware of it. In Phase II the
results from Phase I are used to design privacy nudges to
be incorporated in crowdsourcing studies. The privacy nudges
are examined if they increase privacy awareness and facilitate
privacy-aware decision-making. In sum, the contributions of
this work are the following: (1) detailed compliance analysis
of privacy policies of surveillance and behavior analysis of
location tracking apps’ permission access patterns at run-time;
(2) Design of privacy nudges based on the findings to inform
users about potentially harmful permission requests; (3) and
evaluation of whether information about potentially harmful
permission requests not in line with the GDPR influence users’
privacy awareness and monetary assessment of their personal
data. This paper is organized as follows: first, an overview
of related work is given in Section II. In Section III the
privacy nudges are described which are designed based on
the results from the GDPR compliance analysis. In Section IV
the methodological background for privacy awareness, privacy
nudges, WTP and WTA, and the experimental workflow are
described and Section V empirically examines if information
about potentially harmful permission requests changes the
privacy awareness and monetary assessment of personal data.
Finally, Section VI discusses the multidimensional analysis
of applications GDPR compliance, privacy nudges, and their
influence on privacy awareness and monetary assessment and
concludes this paper and indicates future research directions.

II. RELATED WORK

After the GDPR was enforced in 2018, it can be expected
that service providers and app developers have adapted to the
GDPR by either improving their privacy statements or through
the improvement of software design and consideration of
GDPR principles in the development phase [13]. The empirical
verification, if principles of the GDPR, such as transparency,
data minimization, or data protection have been considered
in the design of services and applications has not yet been
enforced by the European Commission or any other official
authority. Previous studies have shown that there is still a vast
amount of data requested from users of mobile applications,
where there is no comprehensive approach for users to verify
if the app’s privacy consent form is compliant with the GDPR
requirements and also if the app itself does comply with
the own privacy consent form and the GDPR alike [14],
[15]. Therefore, the assessment of privacy risks associated
with various applications suffers from a general shortage of
empirical evidence [16], [13]. Some approaches have been
proposed for assessing the privacy of apps by monitoring
sensitive permissions, such as location information, contacts,
of camera access [17], [18]. Other approaches such as FAIR
[19] propose a privacy risk assessment of Android apps by
monitoring the behavior with regards to monitoring the access

to sensitive personal information. Further research has been
done by developing an automatic framework, called Trust4App
to assess the trustworthiness of mobile applications [20]. While
these approaches focus on the risk assessment of mobile
applications, there are only a few approaches that integrate
the privacy policies in their assessment, such as [6]. Not
much information can be found in the literature, which reveals
a comprehensive analysis concerning the GDPR compliance
of mobile applications [13]. Therefore, more research needs
to be done to shed more light on transparently verifying
GDPR compliance of online services and mobile applica-
tions, especially where sensitive data is shared continuously.
Especially in context-sensitive digital ecosystems, there is a
high risk of privacy violations [21]. Many business models
are built on the ongoing acquisition of data to profit from
the personal information of individuals. Major technology
firms, like Google and Facebook, necessitate the constant
sharing of personal data by users in return for their services,
deriving revenue through targeted advertising and profiling
techniques [1], [2]. The GDPR is designed to increase control
over personal data shared online, yet it frequently results in
intricate rules and settings that might not align well with the
specific needs of individual users. However, users typically
show limited capacity in evaluating the pros and cons of data
exchange scenarios and might consent to enduring privacy
risks for immediate benefits [22]. Moreover, a fundamental
issue concerning privacy regulations and settings is whether
users place importance on and value their privacy and are
aware of potentially harmful data-sharing practices [8].

Previous studies highlight usability issues in mobile app
permissions, impacting user comprehension and control, lead-
ing to inadequate privacy risk assessments and decision-
making. Research indicates a general deficit in privacy literacy
and awareness among mobile users, complicating their ability
to navigate privacy concerns effectively. Despite some flexibil-
ity in iOS permission settings, both Android and iOS platforms
fall short in offering clear explanations about permission
functionalities, data access, and usage scope, thus obscuring
the implications of permission settings for personal data se-
curity [23], [24], [25], [26], [27], [28], [29], [30], [31], [32],
[15], [33]. Recent research has focused on enhancing privacy
permission interfaces, aiming to better inform user decision-
making. These interfaces have been refined to highlight apps’
potentially invasive privacy practices and incorporate warning
indicators, as well as clearly listing the data apps collect
and do not collect [23], [26], [25]. Studies, such as the one
by Kelley et al. [34], demonstrate that such interfaces can
significantly raise users’ awareness of privacy risks, leading
to more informed choices. The emphasis has largely been on
delivering explicit information regarding data usage, thereby
fostering transparent user engagement. Additionally, there’s
a growing trend towards employing soft paternalistic strate-
gies like privacy nudges to subtly guide users towards safer
privacy practices without compromising their autonomy [25],
[33], [35], [36]. Efforts in research have aimed at creating
privacy nudges tailored to the permission requests of diverse
apps, yielding mixed results. These variations are attributed
to factors like the context of data sharing [35], the type
of device used [30], and the app’s functional domain [37].
Notably, the impact of privacy nudges seems negligible on
users’ awareness of video-call and messenger applications,
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yet significant for weather or fitness apps [38]. Additionally,
some nudges are designed to enhance user understanding by
comparing the number of permissions an app requests against
similar apps, thereby aiding users in grasping the implications
of the permissions sought [36], [39], [37], [38], [23]. However,
the relation between enhanced privacy awareness through
privacy nudges and the relation to monetary assessment of
personal information has not been systematically covered by
the previous literature.

Therefore, this analysis aims to shed light on privacy
assessment concerning personal data sharing and GDPR com-
pliance of apps with access to very sensitive data. Previous
research has shown that privacy nudges have the potential to
support privacy-aware decision-making of users [40], [7], [36],
[41], [42], [37]. Thus, the GDPR compliance analysis is used to
design privacy nudges to support the decision-making process
of users. Different types of privacy nudges are then empir-
ically examined in two user experiments concerning privacy
awareness and their influence on the monetary assessment of
privacy.

III. ANALYSIS DESIGN AND METHODOLOGY

Assessing the privacy risks associated with different smart-
phone apps is challenging for users. Due to their dependence
on wireless communication, these apps can independently
access, use, and send sensitive information to remote servers
[6]. The details of how data is transferred are usually not
clear to the user, including the methods to stop ongoing data
sharing. Furthermore, the complexity and excessive length of
privacy policies, coupled with a lack of technical knowledge,
hinder users from making knowledgeable choices about their
privacy [7]. Therefore, privacy nudges or framing techniques
are frequently employed to alert users to privacy dangers. For
the following analysis, different privacy nudges have been
designed to examine their influence on privacy awareness
and the monetary assessment of personal data. Hereby, the
procedure of analyzing permission requests, the permission
manifest, and the privacy policy of applications is followed
which has been introduced by [3], [43], [6], [25].

In the analysis that follows, two kinds of privacy nudges are
utilized to demonstrate the effect of informational and visual
nudges on both privacy on privacy awareness and monetary
assessment. This research on privacy awareness includes an
in-depth examination designed to emphasize the difficulties
associated with adhering to regulations like the GDPR, lim-
itations in design and development approaches, and critical
privacy concerns that could affect surveillance applications.
Often, users remain unaware of the specific data being shared
and the methods to stop continuous data transmission. The
complexity and lengthiness of privacy consent forms, along
with a lack of technical knowledge, create obstacles that hinder
individuals from making educated choices about their privacy
[7]. Past research has demonstrated that users often express
surprise and discomfort upon learning the extent of information
collected by smartphone applications [35], [11]. Therefore, the
purpose of privacy nudges and framing effects is to aid users
in making decisions that are aware of privacy concerns and to
highlight the potential risks associated with sharing sensitive
personal information.

The examination of legal compliance is organized based on
the proposed framework introduced in [6], [43], [44], specif-
ically designed to evaluate the GDPR conformity of widely
used and renowned applications. The analysis of technical and
legal compliance is divided into three primary phases. In Phase
I, the analysis focuses on the permissions requested in the
applications’ Android manifests, providing an overview of the
most critical permission requests and their potential impacts
on privacy and security. Phase II assesses the claims made
by app developers in their privacy policies about adherence
to data protection regulations. Finally, Phase III investigates
the runtime permissions used by the apps to ascertain if they
access sensitive information without the users’ knowledge.
Drawing on the insights from the three stages of the anal-
ysis, the outcomes have been leveraged to create visual and
informational nudges for some well-recognized applications.
The privacy nudges were developed using the insights from
the analysis across all three phases. These nudges integrate
design principles from existing studies [45], [37] by incorpo-
rating clear, short, and relevant information summarized from
the analysis of permission requests and privacy policies of
chosen applications. The purpose of the nudges is to decrease
information asymmetry and cognitive load, helping users to
swiftly evaluate which information an application can access
and whether this complies with legal requirements in the EU.

A. Analyzing Permission Requests and Privacy Policy

1) Permission requests analysis: The device’s resources
can be accessed by apps through permissions in Android. Con-
sent from users is sometimes required depending on the source
type. Android defines three types of permissions [12]: install-
time, run-time, and special. Install-time permissions are auto-
matically granted to an app when the user installs it. Android
defines two sub-types of install-time permissions, including
normal and signature permissions. Normal permissions allow
access to resources that are considered low-risk, and they are
granted during the installation of any apps requesting them.
Only when the app that aims to access specific permissions
is signed by the same certificate as the app that defines the
permission, so-called signature level permissions are granted
at install-time [12]. In fact, the system grants permission to
one app at install time only if the app is requesting signature
permission that another app has defined and if they are both
signed by the same developer.

The run-time permissions, also known as dangerous per-
missions, grant access to resources that are considered to be
high-risk [12]. In such cases, users are asked to explicitly grant
permission to these requests. Special permissions correspond to
particular app operations. Only the platform and the Original
Equipment Manufacturer (OEM) can define special permis-
sions. Every app has an AndroidManifest.xml file that
contains information about that particular app (e.g., its name,
author, icon, and description) and permissions that grant access
to data such as location, SMS messages, or camera on the
device.

2) Privacy policy analysis: For the privacy policy analysis,
we explore the compliance of Google Maps with fundamental
legal requirements. For this, we rely on the EU GDPR bench-
marking conducted in [46] that resulted in the identification of
12 privacy policy principles.
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(a) Baseline nudge control group (b) Information nudge (experimental group (c) Visual nudge experimental group

Fig. 1. Example of privacy nudges designed containing the plain nudge for the control group in Fig. 1(a), the information nudge in Fig. 1(b), and the visual
nudge containing a classification of privacy nudges in the traffic light metaphor. The privacy nudges are designed based on the permission request analysis.

The privacy policy of an app is a statement or a legal
document that gives information about the ways an app
provider collects, uses, discloses, and manages users’ data.
By law, data collectors (including app providers) are required
to be transparent about their data collection, sharing, and
processing practices and specify how they comply with legal
principles [46]. Based on keyword- and semantic-based search
techniques, a data protection expert went through each privacy
policy to analyze the compliance of these apps concerning the
following principles which are summarized and used similarly
in [12] and [6].

a) Data collection: The legal foundation is defined
in Art. 5 (1) GDPR, which states the general principles of
processing personal data. Also, Art. 6 in the GDPR indicates
when processing is lawful, which includes when consent is
given by a user of a service or application. Moreover, both
articles address the question of when consent is necessary
for the performance of a contract or compliance with legal
obligations when the vital interests of the user or another
natural person need to be protected, and when a task is
carried out for the public or legitimate interest pursued by the
controller or by a third party. Nevertheless, this applies only if
such interests do not conflict with fundamental rights and also
the freedom of a user. Hereby, e.g. advertising is not classified
as a necessary interest and thus, needs to be analyzed based
on other legal foundations [47], [12], [6].

b) Children protection: Personal data which is related
to children needs to be treated with special attention. As
defined in Rec. 38 in the GDPR children “may be less aware
of the risks, consequences, and safeguards concerned and
their rights in relation to the processing of personal data”.
Service providers need to provide information in a very clear
and comprehensive language so that also children are able to
understand it easily (Rec. 58 GDPR). Moreover, the processing
of children’s data is strictly regulated and data can only be
processed on a lawful basis if the child is at least 16 years

old (Art. 8 GDPR). In case the child is younger, processing
of children’s data is only lawful when a parent or also legal
guardian has given consent [12], [6].

c) Third-Party sharing: Third-party tracking is one of
the most common approaches to collecting personal informa-
tion through various apps. Hereby, it is legally regulated by
Art. 13 in the GDPR, where it is defined that the recipients
or categories of recipients of personal information must be
declared to the users [12], [6].

d) Third-Country sharing: The legal requirements for
third-country sharing are described in Chapter 5 in the GDPR.
Hereby, personal data can only be transferred to other countries
when a similar level of protection is enforced. This means
that the protection of personal data travels also across borders
when personal data is transferred to servers outside of the EU.
Furthermore, the privacy policy must state its procedures when
personal data is shared with other countries outside of the EU
[12], [6].

e) Data protection: Technical and organizational mea-
sures to ensure the appropriate security of personal information
must be ensured by the data controller as stated in Art. 32 in
the GDPR. Especially in the smartphone ecosystem, this has
major implications, as they are usually linked to huge amounts
of data transfer. Moreover, the components of data protection
are closely interrelated with privacy-by-design principles [48],
[12], [6].

f) Data retention: The principle of data minimization
and storage limitation is described in Art. 13 (2), and 14 (2)
in the GDPR. Hereby, the data controller has the obligation to
inform users how long personal data is retained. Especially for
“the right to be forgotten” (Art. 17) this is crucial as personal
data can only be stored for a limited time [12], [6].

g) User’s control: Further user rights are defined in
Chapter 3 of the GDPR, which contains the right to infor-
mation and access to personal data; the right to rectification;
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Fig. 2. Privacy nudges for the WTP scenario, where participants are asked to indicate the price preferences they are willing to pay for protecting their personal
information.

Fig. 3. Privacy nudges for the WTA scenario, where participants are asked to indicate the price preferences they are willing to accept and exchange for their
personal information.

the right to erasure; the right to restriction of processing;
the right to data portability; and the right to object and
automated individual decision-making. IN Art. 13 (2), and 14
(2) it is defined that service or app providers are required to
provide these rights to users to ensure fair and transparent data
processing [12], [6].

h) Privacy policy changes: In Art. 12 of the GDPR app
or service providers have the obligation to inform users about
privacy policy changes in a transparent and comprehensive
way. This should further ensure lawful, fair, and transparent
processing of personal information [12], [6].

i) Privacy breach notification: In Art. 34 of the GDPR
it is defined that in case a data breach occurs that might
result in a risk to the rights and freedoms of users, the data
controller or service provider must inform the users asap. Also,

the information that needs to be provided in the data breach
notification is regulated by this article. Thus, a data breach
notification must name the data protection officer and mention
the likely consequences of the data breach. Furthermore,
measures must be mentioned how to mitigate the effects of
the data breach. Moreover, the supervisory authority must be
informed not later than 72 hours after the detection of the data
breach [12], [6].

j) App-Focused: Often, the privacy policy is not exclu-
sively formulated for only one application, but shared among
multiple services that are provided by the same data controller
or app developer [49]. This principle is incorporated in the
principle of lawfulness, fairness, and transparency [12], [6].

k) Purpose specification: Data collection must be spec-
ified by service providers or data controllers according to Art.
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13 (1c), and 14 (1c) in the GDPR. The principle of purpose
limitation is relevant to preventing the exploitation of personal
data for other use cases. It is also closely related to the data
collection principle but refers rather to a clear statement and
explanation of data collection purposes [12], [6].

l) Contact information: Users have the right to be
informed about the identity of service providers and data
controllers, which includes the name of service providers, also
legal representation, legal status, and postal address (Art. 13
(1a), and 14 (1a) in the GDPR). The principle of contact
information is closely interrelated with the principle of law-
fulness, fairness, and transparency. Providing such information
is relevant to give users the option to also file a formal
compliance [12], [6].

We conducted a user study to better understand how
users behave when informed of these digressions by apps.
Specifically, we selected the Google Maps app due to its
popularity (> 500 Mio downloads) and has access to sensitive
information.

IV. EMPIRICAL EXAMINATION OF PERMISSION
REQUESTS IN TERMS OF PRIVACY NUDGES

The analysis of permission requests can serve as an au-
tomatic tool to monitor whether applications available in the
app store are compliant with GDPR at a technical level. While
this kind of monitoring has not been established yet, it offers
a promising strategy to assist developers in adhering to GDPR
guidelines and inform users if the respective applications are
privacy-preserving.

A. Nudge Design and Monetary Valuation

According to Almuhimedi et al. [36], users are mostly
unaware of data collection practices, and when information
is provided users are motivated to adjust their app settings
[36]. According to Shih et al. [50], the purpose for data access
was the main factor affecting the users’ choices, e.g., if the
purpose is vaguely formulated, participants became privacy-
aware and were less willing to disclose information. The
traffic light metaphor thus serves as a useful tool for users
to efficiently oversee valid and invalid permission requests
in compliance with GDPR [51]. To investigate the impact of
information about permission requests and access to sensitive
data on privacy awareness, the aforementioned procedure is
applied to track permission requests from the popular Google
Maps app. Google Maps was selected for its widespread usage,
in contrast to more niche applications like specific security
camera apps. The permission requests of the Google Maps
app were monitored for one week, and the privacy policy was
analyzed to classify these requests according to the traffic light
metaphor as either valid (green), critical (orange) or invalid
(red).

In Fig. 1, the privacy nudges are displayed for the ex-
ample of Google Maps. Hereby, the nudge for the control
group is displayed in Fig. 1 A providing only plain details
on the types of information collected while using Google
Maps. In a crowdsourced study, these nudges were evaluated
by randomly allocating 100 participants to an experimen-
tal group and another 100 participants to a control group.
The study is designed to investigate whether privacy nudges

increase privacy awareness among the experimental group.
Thus, questions measuring privacy awareness were included
in the survey both before and after the presentation of the
privacy nudges. Another approach has been chosen, where
information about potential risks of sharing information or
benefits when protecting personal data is directly incorporated
in the monetary assessment of the experiment. Hereby, the
privacy nudges are positively associated by using the green
color of traffic light metaphor for the WTP scenario, where
participants are requested to indicate how much they would pay
for protecting the personal data collected by Google Maps as
displayed in Fig. 2. For the WTA scenario, the privacy nudges
use the red color to indicate the potential risk when sharing the
information with Google Maps as displayed in Fig. 3. For the
second privacy nudge design approach another crowdsourcing
study was conducted, where 112 participants were randomly
assigned to the control group and 114 to the experimental
group. Additionally, the WTP and WTA questionnaire was
customized for the privacy nudge scenarios. Participants were
queried about their readiness to pay for data protection to
avoid sharing the shown information with the data requester,
and conversely, how much compensation they would require
to allow their data, collected by the applications used in the
experiment, to be shared. For measuring the WTP and WTA
discrete choice surveys have been incorporated to measure
the individual monetary value preferences following the study
design of [8] and [9].

Moreover, privacy awareness is assessed through five di-
mensions derived from prior studies [52], including (1) the
perceived sensitivity of personal information, (2) the awareness
of being surveilled, (3) the feeling of intrusion, (4) the sense of
control over one’s personal information, and (5) the perception
of secondary use of personal information. Responses to these
questions are captured on a 7-point Likert Scale, where 1
signifies “strongly disagree” and 7 represents “strongly agree.”

B. Experiment Workflow

A crowdsourcing experiment was prepared to test the
influence of privacy nudges on privacy awareness and the
monetary assessment of privacy. To empirically assess whether
privacy nudges affect users’ privacy awareness, we adopted
a privacy awareness questionnaire from prior research [29],
[53], [40], including also items about privacy concerns, and
perceived control as subdimensions for privacy awareness.
Moreover, the influence of privacy nudges is further examined
on WTP and WTA for the protection of personal data collected
by the Google Maps app. WTP and WTA are measured by
using the Discrete Choice Experimental design method [9]
particularly useful for assessing the impact on non-market
goods, for which value cannot be determined using revealed
preference methods that depend on observing actual behavioral
choices. Here the participants can rate how much they would
pay on a monthly basis for using the Google Maps app,
but not sharing their personal information. Both experiments
contain three survey parts and two experimental parts. First,
the participants are asked to fill out a questionnaire about their
privacy awareness. Afterward, the participants were randomly
assigned to the experimental or control group. The use case
of the Google Maps app is explained to the participants. They
receive the respective privacy nudges depending on the control
or experimental group. Afterward, the participants are required

www.ijacsa.thesai.org 22 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 3, 2024

Fig. 4. Visual depiction of the workflow of the human evaluation experiment.

to fill out the privacy awareness questionnaire again, before
starting with the monetary evaluation, if they would be willing
to pay or accept money for their personal data related to the
privacy nudges for the Google Maps app use case. In Fig.
4, a visual depiction of the experimental workflow is shown.
Overall, 426 participants took part in the two experiments
where the participants were randomly assigned to either the
control or experimental group. For the first experiment con-
taining the information and visual nudge the average age of the
participants was 33.5, 81 participants were male, 118 female,
and 1 reported to be of other gender. For the second experiment
containing the privacy nudges incorporated in the monetary
valuation the average age was 32.4, 104 were male, 106 were
female, and six participants reported other gender.

V. RESULTS

The two experiments with 426 participants have been
conducted through the crowdsourcing platform Crowdee1, to
examine the influence of the privacy nudges for German
participants who use the Google Maps app2. In the following,
the results from the two experiments are described in more
detail.

A. First Experiment

Fig. 5 illustrates the changes in awareness ratings for the
experimental group, comparing their responses before and after
being exposed to the privacy nudges. A slight increase in
privacy awareness can be identified after the nudge has been
presented (mean 4.86) in comparison to the privacy assessment
before the nudge (mean 4.74). After the presentation of the
nudge in the first experiment, a modest rise in privacy aware-
ness is observed, with the mean score increasing to 4.86 from a
pre-nudge mean privacy awareness of 4.74. Nonetheless, upon
performing a Wilcoxon signed-rank test to compare the two
related samples, the increase in privacy awareness was found
to be statistically insignificant (W=2390.5, p-value = .76)3. In
the comparison of the WTP and WTA between the control
and experimental group, the experimental group showed a
marginally higher WTP (mean .41) relative to the control

1https://www.crowdee.com/
2The participants received 6C for on average participating 15 minutes

in the experiment. General information about the study was given, but
the experimental group and control group setup has not been mentioned
beforehand.

3All p-values were corrected using the Benjamini-Hochberg procedure to
mitigate the risk of alpha accumulation errors.
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Fig. 5. Comparison of PA for the visual and information privacy nudges
(W=2390.5, p-value = .76).

group (mean .38), although the difference is not statistically
significant.

Remarkably, the control group exhibited a higher willing-
ness to accept after exposure to the privacy nudges, with a
mean of .91, compared to the experimental group, which had
a mean of .84. Yet, when a Mann-Whitney U test was applied
for the between-group comparison, the differences were found
to be not statistically significant (U = 4573, p-value= .19). The
findings from the first experiment including the information
and visual privacy nudges indicate a minor trend towards
heightened privacy awareness and a greater WTP for personal
data protection. Nonetheless, these results do not allow for
final conclusions due to the absence of significant differences,
which could be attributed to random variations in the data.
Additionally, since the privacy nudges were introduced prior
to the monetary valuation of data types, participants noted
difficulties in recalling the details presented in the privacy
nudges.

B. Second Experiment

In the second experiment, the information is deliberately
concise to avoid information overload, drawing upon the
analysis of permission requests described earlier. In relation to
the approach of the first study, the visual nudge employs the
traffic light metaphor to underscore the risks associated with
information sharing. In the WTA scenario, where participants
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Fig. 6. Comparison of PA for the privacy nudges used DCE test paradigm
(W=3095.5, p-value=< .01, Cohen´s D = .76).

are asked to set a price for selling their information to a data
requester, the color red is utilized, whereas green is applied
in the WTP scenario to highlight the benefits of safeguarding
specific types of information, making these advantages clearer
to the participants (see Fig. 3 and Fig. 2). A comparison
of privacy awareness (PA) assessments before and after the
presentation of privacy nudges (see Fig. 6) reveals a significant
increase in PA (W=3095.5, p-value< .01, Cohen’s D = .76) for
the experimental group post-nudges (mean = 6.1) compared
to pre-nudges (mean = 5.2). In analyzing the impact of
privacy nudges on the monetary valuation, specifically WTP
and WTA, noticeable differences emerge. A Mann Whitney-
U test comparing WTP shows significant differences (U=
52662, p-value=.01, Cohen’s D = .44), with the WTP valuation
significantly higher in the experimental group (mean = .40)
than in the control group (mean = .36). Similarly, significant
disparities are found in WTA between the experimental and
control groups (U= 55055, p-value< .01, Cohen’s D = .42),
with the experimental group’s WTA valuation also significantly
higher (mean = .45) compared to the control group (mean =
.42). The results from the modified privacy nudge design in the
second study suggest a substantial impact (Cohen’s D = .76)
on privacy awareness (PA) and notably elevate the WTP and
WTA evaluations relative to the control group. Therefore, when
potential risks associated with selling personal data are clearly
communicated and visually emphasized, participants tend to
assign higher WTA values. Likewise, when information on
the advantages of safeguarding specific data types is provided,
participants demonstrate a significantly increased willingness
to pay for the protection of their personal information.

Overall, the results from the user study show that when
informed about valid, critical, and invalid permission requests
according to the GDPR, users have a higher privacy awareness
and are willing to pay to protect their personal information.
We also highlight that future research can further explore the
users’ privacy awareness aspects concerning the integration
of different types of privacy nudges into people’s daily lives
and activities. Users may not be fully aware of the negative
consequences that such apps could potentially have on their
privacy. We also note that the developers and providers of these
apps should carefully address privacy threats discussed in this

paper and make sure their app design and the development life
cycle respect privacy by design.

VI. DISCUSSION AND CONCLUSION

In this paper, we first presented a multidimensional analysis
to showcase potential GDPR compliance issues of Google
Maps. In particular, we focused on the system permission
requests of Google Maps for Android, their privacy policies,
and adherence to existing regulations defined in the GDPR.
Finally, we analyzed the run-time permission requests to
identify potential privacy and security issues associated with
this application. The analysis shows that this app accesses
sensitive data from the users’ devices while also embedding
trackers to transfer this sensitive data to external servers.
The findings show that further mechanisms are necessary
to enforce data protection regulations, such as the GDPR.
Secondly, we evaluated in an experiment if information about
the requested permissions and the potential infringements
of personal data protection outlined in the GDPR influence
users’ privacy awareness and WTP and WTA for protecting
personal information. We found that, when users are presented
with more information about potentially harmful permission
requests, they show significantly higher privacy awareness, in
comparison to the control group, not receiving detailed infor-
mation about potentially harmful permission requests. Further-
more, when presented with visual and information nudges no
significant differences have been observed for protecting per-
sonal information. When integrating the privacy nudges in the
experimental setup when examining the monetary assessment
of personal data in comparison to showing privacy nudges
beforehand, significant differences can be observed between
the privacy awareness before and after the privacy nudges
are displayed. Moreover, the WTP and WTA ratings also
significantly increased for the experimental group in the second
experiment, indicating that privacy-aware decision-making is
facilitated when the information is incorporated directly into
the decision-making process, and not beforehand.

Overall, the findings of the permission request analysis of
the first part, and the human evaluation of privacy nudges de-
signed to empirically evaluate the permission request analysis
show that procedures need to be developed to more closely
monitor applications not only in the legal domain but also
through technical analysis, e.g. analyzing permission requests
and embedded trackers. Thus, an approach to automatize the
analysis of technical dimensions is necessary, to enable the
enforcement of data protection regulations also on a technical
level and detect possible pitfalls and areas where adjustment
or further clarification of the regulation is necessary.
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