Speech Emotion Recognition in Multimodal Environments with Transformer: Arabic and English Audio Datasets
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Abstract—Speech Emotion Recognition (SER) is a fast-developing area of study with a primary goal of automatically identifying and analyzing the emotional states expressed in speech. Emotions are crucial in human communication as they impact the effectiveness and meaning of linguistic expressions. SER aims to create computational approaches and models to detect and interpret emotions from speech signals. One of the primary applications of SER is evident in the field of Human-Computer Interaction (HCI), where it can be used to develop interactive systems that adapt to the user's emotional state based on their voice. This paper investigates the use of speech data for speech emotion recognition. Additionally, we applied a transformation process to convert the speech data into 2D images. Subsequently, we compared the outcomes of this transformation with the original speech data, aligning the comparison with a dataset containing labeled speech samples in both Arabic and English. Our experiments compare three methods: a transformer-based model, a Vision Transformer (ViT) based model, and a wave2vec-based model. The transformer model is trained from scratch on two significant audio datasets: the Arabic Natural Audio Dataset (ANAD) and the Toronto Emotional Speech Set (TESS), while the vision transformer is evaluated alongside wave2vec as part of transfer learning. The results are impressive. The transformer model achieved remarkable accuracies of 94% and 99% on ANAD and TESS datasets, respectively. Additionally, ViT demonstrates strong capabilities, achieving accuracies of 88% and 98% on the ANAD and TESS datasets, respectively. To assess the transfer learning potential, we also explore the Wave2Vector model with fine-tuning. However, the findings suggest limited success, achieving only a 56% accuracy rate on the ANAD dataset.
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I. INTRODUCTION

Emotions, found across all cultures, play a vital role in interpersonal communication. Research on emotional recognition has evolved since the 1970s, spanning various modalities such as speech, text, video, EEG brain waves, and facial expressions. Additionally, multi-modal approaches combining text and audio data have gained prominence in speech emotion recognition. The objective is to automatically discern an individual's emotional or physical state from their voice. Understanding the speaker's emotional state can aid listeners in deciphering the true intent behind spoken words. In the current COVID-19 pandemic, where social distancing is crucial, tele-diagnosis or telephone consultation has gained significant prominence. Integrating speech emotion recognition (SER) systems into these applications can have a profound impact on various fields. For example, in telemedicine, SER can play a crucial role in remotely diagnosing patient's condition by analyzing their emotional cues during the conversation. Furthermore, the integration of emotion detection features into speech recognition software can help bridge communication barriers faced by individuals with hearing impairments. Emotions also play a vital role in decision-making and greatly influence the naturalness of human-machine interactions. In the automotive industry, incorporating emotion recognition systems into onboard car systems can help drivers stay alert and prevent accidents caused by stress or fatigue. Additionally, analyzing call center conversations using SER can improve the overall quality of customer service. Moreover, applications such as interactive films, storytelling, and online instruction can benefit from emotion recognition technology to enhance user engagement and overall experience. The wide-ranging applications of speech emotion recognition highlight its potential to revolutionize communication, human-machine interaction, and safety across various domains the recognition and analysis of emotions from speech pose several challenges due to emotions' complex and subjective nature. Unlike visual cues, which can be readily observed and interpreted, emotions conveyed through speech rely on acoustic, prosodic, and linguistic patterns that require sophisticated computational models for accurate recognition. Additionally, the inherent variability in emotional expression across individuals, cultures, and languages further complicates the task of SEA. Over the years, researchers have explored various methodologies for SER, including traditional machine learning algorithms such as support vector machines, Gaussian mixture models, and hidden Markov models. These approaches often rely on handcrafted acoustic and prosodic features to capture relevant information from speech signals. However, they may struggle to capture the intricate nuances and complex emotional patterns.

Recent advancements in deep learning have revolutionized the field of SER by enabling the development of more powerful and flexible models. Deep learning techniques, such as convolutional neural networks (CNNs), recurrent neural networks (RNNs), and transformers, have demonstrated
remarkable success in various natural language processing tasks. They have the potential to capture high-level representations and learn complex relationships from raw speech data, enabling more accurate and robust emotion recognition.

Transformers are a subset of these deep learning models that have drawn much interest because of their potent ability to capture contextual information and long-range dependencies adequately. Transformers, first developed for applications involving natural language processing, have demonstrated promise in jobs requiring sequential data, such as speech recognition and linguistic translation. The transformer design, based on self-attentional processes and multi-head attention, enables the modelling of links between various components of the speech signal and the capture of global dependencies.

Emotion recognition from a speech is a vital field that employs machine learning to automatically detect and interpret emotional states expressed in spoken language or speech signals. Applications for it can be found in many different fields, including social robots, affective computing, and human-computer interaction. This paper introduces an innovative transformer-based approach to SER, showcasing a detailed analysis of the method's components. This includes the preprocessing of speech data, the feature extraction techniques, and the design and training of the transformer models. The study goes further to evaluate the approach's performance using two audio datasets, comparing it against the vision transformer and a transfer learning model such as wave2vec. The results, benchmarked against existing state-of-the-art methods, underscore the significance of this work in advancing our ability to understand and respond to human emotions conveyed through speech.

The paper is structured as follows. In Section II, we discuss related work in the field. Section III presents our approach, which includes the construction of the transformer. Section IV analyzes and delineates the preprocessing procedures employed in our study, as well as the resulting outcomes of the experiment. Finally, Section V concludes with recommendations for further development.

II. RELATED WORKS

Numerous studies have been dedicated to speech emotion recognition, a field of growing prominence. Researchers in this domain employ diverse machine learning algorithms and feature extraction techniques to create robust models for automated emotion recognition from spoken language. This technology finds applications in sentiment analysis, virtual assistants, and affective computing. This section provides a comprehensive literature review, showcasing various approaches to enhance emotion recognition. Traditional classification techniques utilizing distinctive feature vectors form the bedrock of many methodologies. Noteworthy studies combine Support Vector Machine (SVM) classification with fused features such as F0, Energy, and Mel-frequency cepstral coefficients (MFCCs) [1]. Additionally, features like MFCCs and Mel Energy Discrete Cosine Coefficients (MEDC) are adeptly harnessed for emotion classification using SVM [2]. Another approach integrates diverse features from the Berlin emotional database, employing SVM for emotional state classification [3]. Further exploration reveals Gaussian mixture models (GMMs) applied for emotion classification [4]. Innovatively, a hybrid model employing a GMM-based low-level feature extractor and a neural network high-level feature extractor excels in recognizing speaker emotions [5]. Discrete hidden Markov models (HMMs) emerge as a robust classifier, capitalizing on short time log frequency power coefficients (LFPC) to represent speech signals [6]. Spectral features like MFCCs and Mel spectrograms, along with classifiers like Support Vector Machines (SVMs), Multilayer Perceptrons (MLPs), and K-Nearest Neighbors (KNN), further enrich the array of methodologies [7].

Deep learning techniques have proliferated in the realm of speech emotion recognition (SER), offering a plethora of advantages over traditional methods. These approaches boast automated detection of intricate structures and features, eliminating the necessity for manual feature extraction and tuning. They excel in deriving low-level features directly from raw data and adeptly utilize techniques like recurrent neural networks (RNNs) to navigate unlabeled data. A compelling illustration lies in study [8], which deployed a deep recurrent neural network for speech-based emotion recognition. Similarly, in study [9] introduced a pioneering method involving Directional Self-Attention in Bi-directional Long-Short Term Memory (BLSTM-DSA). This journey delves further with [10], presenting a groundbreaking approach termed the Deep Convolutional Neural Network (DCNN) combined with a BiDirectional Long-Short Term Memory with Attention (BLSTMWA) model. Convolutional Neural Networks (CNNs) manifest in other studies [11][12][13], while [14] seamlessly blends RNNs with CNNs. A striking instance is [15], wherein a Taylor series-based Deep Belief Network (Taylor-DBN) takes center stage. Similarly, [16] harnesses both a 1D CNN LSTM network and a 2D CNN LSTM network. Further exploration leads us to [17], which delves into the potential of the Multi-Layer Perceptron (MLP) deep network architecture.

The paradigm shift arrives with the emergence of deep learning models, particularly those embodying transformer architectures, triggering a revolution in emotion recognition from speech. By tapping into the prowess of self-attention mechanisms and multi-head attention, these transformer-based models adeptly capture long-range dependencies and intricate speech patterns, elevating emotion recognition accuracy. Their forte lies in deciphering contextual relationships within input sequences, empowering them to apprehend nuanced emotional cues and speech pattern variations. Furthermore, the capacity of transformer-based models to accommodate substantial data volumes and exploit parallel processing has solidified their standing as a preferred choice for emotion recognition tasks. Their fusion with deep learning techniques introduces tantalizing prospects for enriching emotion analysis and comprehension across diverse domains. Ultimately, they emerge as an invaluable asset, resonating profoundly with both researchers and practitioners, poised to reshape the landscape of emotion recognition.

Given the transformer's remarkable aptitude for sequence learning tasks, particularly in the realm of natural language
processing, an enhanced transformer-inspired model is developed, finely tailored for the nuances of speech emotion recognition tasks. An innovative deep multimodal transformer network, introduced by study [18], deftly addresses the challenge of asynchronous emotion expressions across multiple modalities. This novel architecture adeptly captures distinctive temporal features and orchestrates emotional evolution over sequences of utterances. This dynamic is further amplified by weight sharing and the fusion of emotional content from audio and text components. The transformative impact continues with the infusion of the Taylor linear attention (TLA) algorithm [19], seamlessly integrated into the transformer architecture by [20]. In a similar vein, [21] introduces the LSTM-Transformer model, ingeniously replacing positional encoding within the Transformer framework with LSTM recurrent processes. This adaptive strategy learns the concealed input feature states and enhances the model's capacity to discern emotion nuances. An inventive deep multimodal transformer network surfaces in [22], laser-focused on unraveling unique temporal features while adroitly managing the asynchronous nature of emotion expression across modalities. The aim is to adeptly model the progression of emotion across the timelines of utterances. Meanwhile, [23] wields advanced Transformers and attention-based fusion mechanisms to fuse the hallmarks of multimodal self-supervised learning, triumphing in the realm of multimodal emotion identification challenges. Embarking on a journey to harness the self-attention prowess and global windowing potential of the transformer model for SER, [24] deftly explores their utility. On a parallel track, [25] forges a groundbreaking frontier by presenting an automatic emotion recognition system (FER) that seamlessly integrates both speech and visual emotion recognizers within a unified framework. To assess SER performance, [26] rigorously examines two transfer-learning strategies. They adroitly employ a pre-trained xslr-Wav2Vec2.0 transformer for embedding extraction and fine-tuning. Pioneering a new learning paradigm for SER, [27] employs Compact Convolutional Transformers (CCTs) synergized with speaker embeddings. The result is a commendable achievement of real-time results across diverse corpus scenarios.[28] delves into the realm of facial emotion recognition (FER), wielding the ResNet-18 model in conjunction with transformers. The result is superior performance and practical applicability in real-world settings, surpassing existing models on hybrid datasets. Wrapping the discourse is the innovative transfer learning methodology for speech emotion recognition put forth by [29], adroitly leveraging pre-trained wav2vec 2.0 models. By ingeniously combining features with simple neural networks and trainable weights, this approach outshines standard emotion databases as corroborated by the existing literature. 

Based on researchers' findings, it has become evident that utilizing the Transformer has yielded remarkable results in the field of speech emotion recognition. These impressive outcomes have prompted the exploration of new avenues, with the application of multi-modal data standing out as an exciting opportunity. Researchers increasingly understand that integrating diverse data sources can significantly enhance results. By merging information from various modalities such as audio, text, and potentially images, additional context is provided for emotion detection and comprehension.

Multimodal data is a type of data that integrates information from various sources, including text, audio, images, and video. This form of data is increasingly prevalent across numerous research domains, encompassing natural language processing, speech and emotion recognition, and computer vision. By harnessing multiple modalities, researchers can attain a more comprehensive grasp of intricate phenomena and enhance the precision of diverse tasks. For instance, multimodal data facilitates the detection of emotions in speech through the analysis of both audio and visual cues. Additionally, in natural language processing, multimodal data aids in extracting more meaningful features from text by incorporating contextual information from images or videos. Exploring multimodal data holds the potential to unlock novel insights and foster the development of more machine learning models. In the context of speech emotion recognition, multimodal data is pivotal. By merging audio and text data, researchers can gain a deeper understanding of the speaker's emotional state. For instance, in [19], [29], and [30], researchers utilized speech, text, and mocap data, including sub-modes such as facial expressions, hand gestures, and head rotations, to accurately identify emotions. Furthermore, [31] introduced a groundbreaking transformer-based model named multimodal transformers for audio-visual emotion recognition, overcoming the limitations of RNN and LSTM in capturing long-term dependencies. Three transformer branches are included in this model: audio-video cross-attention, video self-attention, and audio self-attention. The fusion of multiple modalities has consistently demonstrated its effectiveness in enhancing the accuracy of emotion recognition tasks.

Table I provides a comprehensive overview of the performance of the utilized model in comparison to other studies across a diverse range of datasets. This comparison effectively highlights how the proposed model outperforms previous approaches on diverse datasets, underscoring its remarkable success in achieving superior results within this domain. In the realm of Speech Emotion Recognition (SER), transformer-based approaches have demonstrated remarkable advancements. One instance is seen in "Multimodal Transformer for Speech Emotion Recognition with Shared Weights," which achieves a noteworthy accuracy of 77% on the IEMOCAP dataset [18]. Furthermore [19] have explored emotion datasets such as RAVDESS and Emo-DB, alongside a language-independent dataset. These investigations have showcased the effectiveness of a hybrid LSTM Network and Transformer Encoder, achieving significant SER accuracies of 75.62%, 85.55%, and 72.49%. Building upon this, transformer methodologies continue to make substantial contributions. For instance, the utilization of transformers and an attention-based fusion mechanism results in remarkable progress for emotion recognition on the IEMOCAP and MELD datasets [22].

Furthermore, the capabilities of transformers shine through as we delve deeper into their applications. The transformer model applied to the IEMOCAP dataset not only delivers notable accuracies, with 56.65% for speech, 68.94% for text, 53.14% for mocap, but also impressively reaches 74.59% for multimodal emotion recognition [29]. This multi-dimensional
for instance, has proven its potential, achieving an 82.96% accuracy on the CREMA-D dataset by integrating spectrogram image-based techniques [33]. Continuing on this trajectory, ViT demonstrates its competence by securing accuracies of 56.18% and 37.1% on the IEMOCAP and MELD datasets, respectively [34].

<table>
<thead>
<tr>
<th>Ref. No.</th>
<th>Dataset</th>
<th>Model</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>IEMOCAP</td>
<td>Multimodal Transformer for Speech Emotion Recognition with Shared Weights</td>
<td>77</td>
</tr>
<tr>
<td>[21]</td>
<td>Emo-DB-URDU</td>
<td>Transformer</td>
<td>74.9 AND 80</td>
</tr>
<tr>
<td>[19]</td>
<td>RAVDESS, Emo-DB, a language-independent dataset</td>
<td>Transformer Encoder and hybrid Long Short-Term Memory (LSTM) Network for SER</td>
<td>72.49</td>
</tr>
<tr>
<td>[29]</td>
<td>IEMOCAP</td>
<td>Transformer</td>
<td>56.65</td>
</tr>
<tr>
<td>[22]</td>
<td>IEMOCAP, MELD</td>
<td>Transformers and Attention-based fusion mechanism</td>
<td>68.94</td>
</tr>
<tr>
<td>[32]</td>
<td>EMO-DB</td>
<td>CNN-LSTM Mel Spectrogram-Vision Transformer</td>
<td>85.36 (surpassing existing benchmarks)</td>
</tr>
<tr>
<td>[28]</td>
<td>BAVED, EMO-DB, SAVEE, EMOVO</td>
<td>Transformer</td>
<td>91.7</td>
</tr>
<tr>
<td>[33]</td>
<td>CREMA-D</td>
<td>ViT utilizing spectrogram images instead of sound data</td>
<td>82.96</td>
</tr>
<tr>
<td>[34]</td>
<td>IEMOCAP, MELD</td>
<td>ViT</td>
<td>56.18</td>
</tr>
<tr>
<td>[35]</td>
<td>IEMOCAP, EMOVB, EMOVO, URDU</td>
<td>Multimodal Dual Attention Transformer (MDAT)</td>
<td>75.58</td>
</tr>
<tr>
<td>[36]</td>
<td>IEMOCAP</td>
<td>Swin-Transformer</td>
<td>82.55</td>
</tr>
<tr>
<td>[37]</td>
<td>IEMOCAP, RAVDESS</td>
<td>Transfer learning method using pre-trained wav2vec 2.0 models.</td>
<td>64.3</td>
</tr>
<tr>
<td>[38]</td>
<td>Tunisian Speech Emotion Recognition dataset (TuniSER)</td>
<td>fine-tuned multilingual wav2vec 2.0 model.</td>
<td>60.6</td>
</tr>
</tbody>
</table>

Incorporating pre-trained wav2vec 2.0 models into the mix, the research landscape evolves. The use of transfer learning yields promising results, as evidenced by accuracy rates of 71.6% and 64.3% on the IEMOCAP and RAVDESS datasets [37]. Finally, fine-tuning a multilingual wav2vec 2.0 model on the Tunisian Speech Emotion Recognition dataset (TuniSER) further underscores the transformer's adaptability across languages, producing an accuracy of 60.6% [38]. These interwoven advancements emphasize the transformative potential of transformer-based techniques in the evolving field of emotion recognition from speech.

III. The Proposed Emotional Recognition Approaches

In this exploration of prominent methodologies in the domain of speech emotion identification, we will spotlight three noteworthy techniques that have significantly impacted the domain. First and foremost, we will delve into the application of the Transformer architecture, showcasing its remarkable achievements in accurately identifying emotional states. Additionally, our examination will extend to the prowess of the Vision Transformer (ViT) within the context of audio analysis, revealing its robust capabilities in deciphering both sound patterns and emotional nuances. Lastly, we will turn our attention to Wave2Vec’s role in facilitating knowledge transfer and collaborative learning, underlining its contribution to enhancing the field of speech emotion recognition.

A. Transformer-based Model

In the transformer architecture, attention is implemented as a function that requires a set of key-value pairs and a query vector and generates an output vector. These vectors represent the different components involved in the attention mechanism, including the query, keys, values, and output. A compatibility function determines the weights allocated to each value, and this process is used to generate the output vector. This compatibility function measures the degree of similarity or compatibility between the query and the corresponding key, enabling the model to determine the importance of different
key-value pairs in generating the output representation. It's worth noting that the transformer architecture has been employed in several studies [21], [28], [29], to advance its application and understanding.

By leveraging the attention mechanism, the transformer model can effectively focus on relevant information within the speech data, capturing important linguistic cues and contextual dependencies related to emotions. This allows for more accurate emotion recognition from speech, contributing to advancements in the field and opening up new possibilities for applications such as sentiment analysis, mental health monitoring, and human-computer interaction. In addition to the transformer architecture’s self-attention mechanisms, it consists of two key components: Self-Attention (Scaled Dot-Product Attention, SDPA) and Multi-Head Attention (MHA). These components play a crucial role in enabling the transformer model to effectively recognize emotions from speech.

**Emotional Recognition Approaches Framework**

![Emotional Recognition Approaches Framework](image)

The Scaled Dot Product Attention System (SDPA): is an essential part of the transformer architecture’s multi-head attention (MHA) system. It plays a crucial role in capturing the significance and interrelations of different segments in speech input for emotional recognition tasks. SDPA computes attention scores between a query vector (Q) and a set of key vectors (K), representing encoded features of all words in the sample. The dot product between Q and K measures the influence of context words on the central word, revealing dynamics and connections among input tokens. This mechanism enables the model to focus on pertinent aspects of speech for emotional expression, applying the SoftMax function to ensure balanced attention scores. The final attention representation is obtained by multiplying the correlation matrix with the value vector (V), emphasizing significant information while downplaying less consequential portions.

Mathematically, the SDPA process can be represented as follows:

\[ A = \frac{QK^T}{\sqrt{d}} \]  
\[ S = \text{softmax}(A)V \]  
\[ \text{SoftMax}(Ai) = \frac{e^{Ai}}{\sum_{i=1}^{N} e^{Ai}} \]

Let A denote the output after scaling, and S represent the output of the attention unit. Q, K, and V are derived from the input feature vector with a shape of (N, d). Therefore, Q, K, and V are vectors of size RN*d, where N represents the length of the input sequence, and d represents the dimension of the input sequence. Typically, in ultralong sequence scenarios, it is observed that N > d, or even N >> d.

Expanding Eq. (2) based on the definition of SoftMax, we have:

\[ S_i = \frac{\sum_{j=1}^{N} \exp\left(\frac{q_i^T k_j}{\sqrt{d}}\right)v_j}{\exp\left(\frac{q_i^T k_i}{\sqrt{d}}\right)v_i} \]  
\[ Si = \frac{\sum_{j=1}^{N} e^{q_i^T k_j}v_j}{\sum_{j=1}^{N} e^{q_i^T k_i}v_i} \]  
\[ (4) \]

In this equation, Qi, Ki, and Vi are column vectors representing the respective elements of Q, K, and V. Consequently, the mathematical essence of scaled dot product attention (SDPA) can be understood as a weighted average of the value vectors Vi, where weights are established by the exponential term \((q_i^T * k_j) / \sqrt{d})\).

Multhead attention (MHA): is vital for parallel training in the transformer architecture, enabling simultaneous processing by dividing the input vector into multiple feature subspaces. It utilizes the self-attention mechanism, allowing parallel training while extracting essential information. In contrast to single-head average attention weighting, MHA enhances effective resolution, capturing diverse characteristics of speech features in different subspaces. This approach avoids inhibitory effects caused by average pooling on these characteristics MHA is calculated as follows:

\[ Qi = XW_{Qi} \]  
\[ Ki = XW_{Ki} \]  
\[ Vi = XW_{Vi} \]  
\[ Hi = \text{SDPA}(Qi, Ki, Vi) \forall i \in \{1, n\} \]  
\[ (5) \]
\[ S = \text{concat} (H1, H2, \ldots, Hn) W \]  

Here, X represents the input feature sequence, and Qi, Ki, and Vi denote the query, key, and value vectors, respectively. Hi represents the attention scores of each head, and SDPA denotes the self-attention unit for each head. W represents the linear transformation weight. The index i ranges from 1 to n, where n is the number of heads, and i denotes the specific head.

The input feature sequence X is equally divided into n segments along the feature dimension. Each segment undergoes linear transformation, generating groups of (Qi, Ki, and Vi). Subsequently, Hi is individually calculated for each head. The n attention scores are then concatenated sequentially. Finally, the total attention score is obtained by applying linear transformation to the concatenated vectors.

B. ViT Transformer-based Model

The Vision Transformer approach represents a significant advancement in computer vision, leveraging the power of transformer architectures originally developed for natural language processing. ViT revolutionizes image understanding by separating an image into patches that don't overlap, linearly embedding those patches, and processing them using a standard transformer encoder. This methodology allows ViT to capture long-range dependencies within images, enabling it to excel in assignments like object detection and picture categorization. The self-attention mechanism of transformers enables ViT to effectively model contextual relationships among visual elements, contributing to its impressive performance.

In the context of speech emotion recognition, ViT's capabilities have been extended to handle speech data. By converting speech signals into 2D spectrogram images, ViT can efficiently process the visual representations of sound. This conversion enables ViT to recognize emotional cues present in speech, further enhancing its versatility in multimodal applications.

The core equation used in the ViT architecture is the self-attention mechanism, expressed as follows:

\[ \text{Attention} (Q, K, V) = \text{SoftMax} \left( \frac{QK^T}{\sqrt{dk}} \right) V \]  

where:
- Q represents the query matrix,
- K denotes the key matrix
- V represents the value matrix,
- dk is the dimension of the key matrix.

The self-attention mechanism empowers ViT to assess the significance of diverse elements in a sequence, capturing intricate patterns essential for tasks like emotion recognition. ViT's capacity to learn complex patterns from raw image data, without relying on handcrafted features, has spurred its extensive use in various computer vision domains. This innovative approach has catalyzed progress in multimodal learning, integrating ViT with other modalities, like text and audio, to deepen the comprehension of complex data structures.

C. Wav2vec Transfer Model

Wav2Vec is a deep learning model that has been developed for speech processing and speech recognition tasks. Specifically, Wav2Vec is designed to convert raw audio waveforms (hence the "Wav" in its name) into meaningful representations that can be used by downstream speech recognition systems. Wav2Vec is particularly notable its capability of learning directly from raw audio data without requiring manual feature extraction. It employs a self-supervised learning approach, where the model learns by predicting future audio samples based on past samples. This helps the model to record high-level characteristics and patterns within speech, making it well-suited for speech recognition tasks.

Fine-Tuning Explained: Fine-tuning is a process that capitalizes on the knowledge and features a model has gained from being trained on a large dataset. Instead of training a model from scratch, which can be computationally expensive and time-consuming, fine-tuning leverages the existing knowledge encoded in a pre-trained model. By modifying specific layers or weights of the model and training it further on a smaller, task-specific dataset, the model can learn to perform the new task more effectively. Fine-tuning the pre-trained Wav2Vec model for emotion classification enhances its ability to discern emotional cues from speech, making it a valuable tool for a variety of applications, including sentiment analysis, virtual assistants, and affective computing systems.

Fine-Tuning Loss Function: During fine-tuning, a common loss function used for classification tasks like emotion classification is the categorical cross-entropy loss. It calculates the difference between the true class labels and the expected class probabilities.

\[ \text{Loss} = - \sum_i y_i \log(\hat{y}_i) \]  

where:
- \( y_i \) is the true probability of class.
- \( \hat{y}_i \) is the predicted probability of class i.

This loss function penalizes large differences between predicted and true probabilities, encouraging the model to update its parameters to improve classification accuracy.

IV. EXPERIMENTAL SETUP

In this section, we will explain three sub-sections: Data Set, Preprocessing, and Results of Experiments.

A. Dataset

Datasets are essential for speech emotion recognition, as the classification process relies heavily on labeled data. The accuracy of the recognition process is directly impacted by the quality of the data used. Incomplete, poor-quality, or flawed data can lead to incorrect predictions. The effectiveness of the classification is also influenced by factors such as language, the number of emotions, and the data collection method. Thus, it is crucial to carefully.
Design and collect the data. For example, to recognize emotions through speech, data sets in multiple languages, including English, German, Swedish, Turkish, French, Mandarin, Italian, Japanese, and Arabic have been employed. Ensuring high-quality data sets is vital for accurate and reliable speech emotion recognition.

The Arabic Natural Audio Dataset (ANAD) and the Toronto Emotional Speech Set (TESS) were used in this study to assess how well the suggested speech emotion recognition technique worked. The ANAD dataset is a publicly available dataset comprised of Arabic audio files obtained from online Arabic talk shows. Specifically, eight videos of live calls between a host and an external person were downloaded and segmented into turns involving callers and receivers. To classify videos, 18 listeners assessed emotions like happiness, anger, and surprise. After removing silence, laughs, and noise, the chunks were automatically divided into one-second speech units. The resulting corpus consisted of 1384 records, as depicted in Fig. 2, which illustrates the number of audio files for each emotion in the dataset. The dataset size is 587MB. The usage of ANAD provides a valuable opportunity to assess the proposed method's efficacy in recognizing emotions in natural Arabic speech. The TESS dataset, on the other hand, contains English audio files representing seven emotions: neutrality, pleasant surprise, anger, disgust, fear, and happiness. There are 2800 audio files in this collection, as shown in Fig. 3, which illustrates the number of audio files for each emotion in the dataset. These recordings were made by two females, ages 26 and 64. The dataset size for TESS is 449MB. By utilizing these datasets, the study aims to evaluate the performance and accuracy of the proposed speech emotion recognition method in natural Arabic speech (ANAD) and English speech (TESS), covering a range of emotions. The availability of ANAD and TESS datasets allows for a comprehensive assessment of the proposed method's capabilities in recognizing emotions across different languages and contexts. The selection of datasets was based on their credibility and widespread use in the field of Speech Emotion Recognition (SER). These well-established datasets allow for an effective comparison of the proposed model's performance with other studies that use the same datasets. Tables II and III illustrate how many audio segments exist for each expression in each dataset.

<table>
<thead>
<tr>
<th>DATA SET</th>
<th>Emotions</th>
<th>ANAD Number of audio files</th>
</tr>
</thead>
<tbody>
<tr>
<td>TESS</td>
<td>Happy</td>
<td>505</td>
</tr>
<tr>
<td></td>
<td>Angry</td>
<td>741</td>
</tr>
<tr>
<td></td>
<td>Surprised</td>
<td>137</td>
</tr>
</tbody>
</table>

**TABLE II. TABLE SHOWS THE NUMBER OF AUDIO CLIPS FOR EACH EMOTION IN TESS DATASET**

![ANAD](ANAD.png) **Fig. 2.** The data distribution of emotion in ANAD.

![TESS](TESS.png) **Fig. 3.** The data distribution of emotions in TESS.

**B. Preprocessing**

Preprocessing plays a vital role in preparing raw data for analysis and model training. It involves a series of data transformation steps to clean, normalize, and enhance the dataset's quality. Standard techniques include data cleaning to remove missing values or outliers, feature scaling to bring features within a consistent range, and feature engineering to extract relevant information. Proper preprocessing ensures that the data is in a suitable format for the specific analysis or model, reducing noise and improving performance. It also helps address potential biases or inconsistencies, ultimately contributing to more accurate and reliable research findings.

The "Arabic Natural Audio Dataset" was used in this study. It consists of eight videos downloaded from online Arabic talk shows, capturing live calls between an anchor and an individual outside the studio. The videos were divided into turns of callers and receivers, and emotions in each video were labelled by 18 listeners (happy, angry, or surprised). After removing silence, laughs, and noise, the audio was automatically divided into 1-second speech units, resulting in a corpus of 1384 records.
To extract features from the audio, we collected twenty-five acoustic features or low-level descriptors (LLDs). These features included intensity, zero-crossing rates, Mel-frequency cepstral coefficients (MFCC 1-12), fundamental frequency (F0), F0 envelope, probability of voicing, and LSP frequency 0-7. Each feature underwent nineteen statistical functions, such as maximum, minimum, range, absolute positions of maximum and minimum, mean arithmetic, various linear regression functions, standard deviation, kurtosis, skewness, quartiles 1, 2, 3, and inter-quartile ranges 1-2, 2-3, 1-3. Additionally, we computed the delta coefficient for each LLD to estimate the first derivative, resulting in a total of 950 features.

When it comes to recognizing emotions from speech, audio files can be transformed into 2D spectrogram images. These images show the frequency content of the audio signal over time and allow the audio data to be treated as an image. This makes it possible to use computer vision-based models like transformers to analyze the spectrograms. By training a transformer model on these spectrogram images, the model can learn the patterns in the audio, both over time and in frequency. This enables the model to identify emotions based on the distinct features present in the spectrograms. This approach has been successful in recognizing emotions from speech data, thanks to the power of transformers to capture long-range dependencies and achieve high accuracy. To prepare these images for training, the ImageDataGenerator was used to preprocess and flow batches of grayscale images and corresponding emotion labels from a DataFrame. The images were resized to a target size of 128x128 pixels and assumed to be grayscale, indicated by the color_mode="grayscale" parameter.

In the wave2vector experiment, all audio files were converted to a standard sampling rate of 16000 Hz.

C. Experimental Results

When creating machine learning models, separating data into training, validation, and testing sets is crucial. Three subsets of the original dataset have been identified: the training set, validation set, and testing set. Each set has a specific role in developing and evaluating the model. By dividing the data in this way, we can assess the model's performance in various scenarios. The allocation of data to each set is customized for each experiment, ensuring a fair evaluation of the model’s abilities.

In the first experiment, we employed the ANAD dataset and applied the TRANSFORMER approach to audio data, partitioning it into 80% for training, 20% for testing, and reserving an additional 15% for validation within the training set.

In the second experiment, we used the TESS dataset and employed the VIT TRANSFORMER approach to convert audio data into 2D images. The data was divided into 80% for training, 20% for testing, with an extra 15% set aside for validation.

For the third experiment, we leveraged the ANAD dataset with audio data, utilizing the Wave2Vec approach. Data allocation involved dedicating 68% to training from the original dataset, allocating 17% to testing, and reserving 15% for validation.

Experiment 1: In this experiment, we used the following audio processing parameters: sampling_rate = 30100, duration = 1, hop_length = 300, fmin = 20, n_mels = 128, time_steps = 128, and epochs = 80 and 40.

The researchers used the Arabic Natural Audio Dataset (ANAD), which was previously employed in [31] Novel emotion recognition for Arabic speech using deep feed-forward neural network (DFFNN) achieves 98.56% accuracy with PCA and 98.33% with combined features from ANAD dataset. In [39] evaluate three speaker traits—gender, emotion, and dialect—from Arabic speech, employing multi-task learning (MTL). The dataset, assembled from six publicly available datasets, including the ANAD dataset, underwent exploration with three networks—LSTM, CNN, and FCNN—across different features. Multi-task learning consistently demonstrated superior performance compared to single task learning (STL). Results for emotion classification are as follows: For LSTM STL achieved 50.4%, and MTL 57.05%; CNN: STL 51.18%, and MTL 51.25% and FCNN: STL 66.53%, and MTL 70.16%. Results show improvement over previous studies. In the first experiment, the same ANAD dataset was used. However, the data underwent preprocessing and was converted into a numerical 2D array before being fed into the Transformer model. As a result of this approach, the Transformer model achieved a high level of performance, reaching 94% accuracy in its predictions. This suggests that representing the data as a 2D numerical array and utilizing the Transformer model was effective in extracting valuable patterns and features from the dataset. In addition to the previous experiment where the data was represented as a numerical 2D array and fed into the Transformer model, there was another aspect to the study. In this alternative approach, the same dataset (ANAD) was entered into the Transformer model, there was another aspect to the study. In this alternative approach, the same dataset (ANAD) was entered into the Transformer model as 2D images. Interestingly, this variation yielded a slightly lower accuracy of 88% compared to the 94% accuracy achieved with the numerical 2D array representation. This suggests that the numerical format may have been more suitable for this specific dataset and the task at hand. The researchers concluded that representing the data in a specific format, such as a numerical 2D array, can significantly impact the model’s performance. It is crucial to explore different data representations and preprocessing techniques to determine the most suitable approach for the given task and dataset.

Experiment 2: During the audio processing experiment, the following parameter values were used: sampling rate of 50000, duration of 1 second, hop length of 300, minimum frequency (fmin) of 20, number of Mel filters (n_mels) set to 128, time steps at 128, and 60 epochs. [40] utilized the Toronto Emotional Speech Set (TESS) which was previously used in a study comparing CNN-based emotion recognition using spectrograms and Mel-spectrograms and found Mel-spectrograms to be more suitable for Speech Emotion Recognition (SER). The study used four datasets, including TESS, which has six emotion classes. The most accurate model obtained an accuracy of 57.42% on four datasets, including TESS. In [41] combines RAVDESS and TESS datasets for emotion classification from speech, extracting 180
features using various techniques. Gradient Boosting excels with 84.96% accuracy on the merged dataset. The datasets RAVDESS and TESS datasets were integrated using CNN, yielding a 97.1% accuracy in [42]. RAVDESS, TESS and SAVEE datasets were integrated using neural network yielding a testing accuracy of about 89.26% in [43]. In the second experiment, the same TESS dataset was used, but it underwent preprocessing to convert the data into a numerical 2D array before being fed into the Transformer model. This approach achieved an impressive accuracy of 99%, highlighting the effectiveness of representing data as a 2D numerical array and utilizing the Transformer model to extract essential patterns and features from the dataset.

The researchers also tried a different method by using the ANAD dataset as 2D images with the Transformer model. However, this approach resulted in slightly lower accuracy of 98% compared to the 99% accuracy achieved with the numerical 2D array representation. These findings indicate that converting audio data into 2D images had a significant impact on the model's performance. Therefore, the numerical 2D array representation is more effective for this dataset and task.

The study underscores the importance of researching different data representations and preprocessing techniques to achieve optimal performance in machine learning models. It highlights that there is no one-size-fits-all approach, and the choice of data representation should align with the dataset's characteristics and the specific task at hand.

Ultimately, this research contributes valuable insights into the influence of data representation on deep learning model performance and knowledge extraction from audio datasets. It may pave the way for the application of such techniques in various fields, including machine empathy, emotion analysis, and voice recognition.

Experiment 3: In the third experiment, we leveraged the ANAD dataset with audio data, utilizing the Wave2Vec approach. Data allocation involved dedicating 68% to training from the original dataset, allocating 17% to testing, and reserving 15% for validation. The primary objective of this experiment was to conduct emotion classification through fine-tuning the Wave2Vec model. Following the training and evaluation, the model achieved an accuracy of approximately 56%. This implies that the model attained a correct classification rate of 56% on the test set. Tables IV and V display the findings achieved by the three models across both the ANAD and TESS datasets.

<table>
<thead>
<tr>
<th>DATA SET</th>
<th>APPROACH</th>
<th>TRASFORMER</th>
<th>VIT TRANSFORMER</th>
<th>WAVE2VECTOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANAD</td>
<td>ACCURACY</td>
<td>94%</td>
<td>88%</td>
<td>56%</td>
</tr>
</tbody>
</table>

TABLE IV. TABLE SHOWING APPROCHES RESULT ON ANAD DATA SET

<table>
<thead>
<tr>
<th>DATA SET</th>
<th>APPROACH</th>
<th>TRASFORMER</th>
<th>VIT TRANSFORMER</th>
</tr>
</thead>
<tbody>
<tr>
<td>TESS</td>
<td>ACCURACY</td>
<td>99%</td>
<td>98%</td>
</tr>
</tbody>
</table>

TABLE V. TABLE SHOWING APPROCHES RESULT ON TESS DATA SET

Fig. 4 to Fig. 7 display accuracy and loss curves of a machine learning model. These figures reveal performance trends over training epochs, guiding model adjustments. Furthermore, the accuracy curves for both training and validation of the TESS dataset uses the impressive accuracy of 99% and 98%, respectively. These accuracies surpass those observed in the validation and training accuracy curves. This improvement could potentially be attributed to the imbalanced distribution of the data within the ANAD dataset.

In Fig. 4 and 5, illustrating the ANAD dataset's training and validation accuracy, it is clear that the model's performance improved considerably. Initially, the model began with an accuracy close to zero, but gradually, it showed a steady enhancement, ultimately reaching accuracies of 94% for the Transformer model and 88% for the ViT Transformer model. This progressive improvement reflects the model's growing comprehension of the dataset and its overall performance enhancement. This transition from near-zero accuracy to high accuracy underscores the model's learning process and its ability to successfully capture intricate patterns within the data.
Fig. 5. ANAD dataset accuracy (left) and loss (right) curves for ViT transformer model.

Fig. 6. TESS dataset accuracy (left) and loss (right) curves for transformer model.

Fig. 7. TESS dataset accuracy (left) and loss (right) curves for ViT transformer model.
V. CONCLUSION AND FUTURE WORK

In conclusion, this research highlights the significant impact of sound on human well-being, recognized since ancient civilizations and still relevant in our modern world. It emphasizes the fast-growing field of speech emotion recognition, which has found diverse applications in enhancing human-computer interaction, aiding mental health diagnosis, and facilitating human-robot interaction. The core focus of this study is the classification of emotions from speech. The proposed three approaches, utilizing transformer-based deep learning models, demonstrates its efficacy in accurately identifying and categorizing emotions from both audio signals and transformed 2D images. The experimental evaluations on the Arabic Natural Audio Dataset (ANAD) and the Toronto Emotional Speech Set (TESS) have produced highly promising results. For the audio-based emotion classification model, ANAD achieved an impressive 94% accuracy, while TESS achieved an equally remarkable 99% accuracy. On the other hand, the image-based emotion classification model attained 88% accuracy for ANAD and 98% accuracy for TESS. These high accuracy rates show how reliable and successful the suggested method is in identifying the emotions expressed in speech. Additionally, the research incorporates the fine-tuning of wav2vec for emotion classification from the ANAD dataset, leading to a respectable 56% accuracy. While slightly lower than the other models, this result still showcases the practical implementation of fine-tuning in achieving reasonable accuracy rates in emotion classification from speech data.

The research underscores the potential of both approaches: direct audio usage and transforming audio into 2D images, yielding comparable results. Despite the vision-based model showing advantages with more data, the matrix input approach ultimately proved superior. The study’s use of three diverse approaches, particularly transformer-based models, was crucial for success in emotion recognition from speech. Transformer models consistently excel in natural language processing and audio data extraction. Furthermore, diverse datasets like ANAD and TESS, enriched with varied voices and emotional expressions, significantly contributed to achieving remarkable results, enhancing model effectiveness.

In light of the promising findings and practical implications of this research, several avenues for future work can be explored. Firstly, it is recommended to further investigate the performance of the proposed three approach using larger and more diverse datasets. Expanding the dataset size can potentially improve the accuracy and robustness of the emotion classification models. Additionally, extending the application of the models to datasets that contain non-language-specific vocal expressions can be an interesting direction. By analyzing vocal expressions unrelated to a specific language, the models can be tested for their ability to capture universal emotional cues, thus enhancing their generalizability. Furthermore, it would be valuable to explore the transferability of the trained models to different domains and applications. Applying the models to datasets that are unrelated to the ones used in training, such as real-world scenarios or specific professional environments, can shed light on their adaptability and effectiveness in practical settings. In terms of methodology, incorporating multimodal approaches by compiling speech data with additional modalities, such as physiological signs or facial expressions, can yield a more comprehensive understanding of emotions. This integration of multiple modalities can potentially enhance the accuracy and richness of emotion classification systems. Moreover, fine-tuning wav2vec in future research can be instrumental in achieving even better results than the current accuracy. Fine-tuning offers opportunities to fine-tune pre-trained models to specific datasets, leading to improved performance and more accurate emotion classification from speech. Lastly, considering the ethical implications of emotion classification from speech is crucial. Future work should address privacy concerns and ensure the responsible and transparent use of such technologies. Developing guidelines and frameworks for the ethical implementation and deployment of these models will be essential to build trust and ensure their positive impact on society.

In summary, future research should focus on expanding the dataset size, exploring non-language-specific vocal expressions, testing the models on different domains, incorporating multimodal approaches, and addressing ethical considerations. By addressing these areas and leveraging fine-tuning techniques, the proposed three approaches can be further improved and applied to a wider range of practical applications, advancing the domains of emotion recognition and human-computer interaction.
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