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Abstract—In this digital era, the use of e-commerce has 

expanded and is widely adopted by society. One of the reasons 

why people use e-commerce platforms is because of their 

convenience and ease of use. However, the rapid growth of e-

commerce has led to a substantial rise in transactions within the 

platform, involving various business entities. Therefore, it is 

crucial to perform customer segmentation to group them based 

on their purchasing behavior. The implementation of data 

mining techniques, such as clustering, is highly beneficial in this 

case. Clustering helps process datasets and transform them into 

useful information. In this study, transaction data obtained from 

one of the e-commerce stores, i.e. MurahJaya888 and followed by 

analysis using various clustering methods such as K-means, K-

medoids, Fuzzy c-means, and Mini-batch k-means. We also 

proposed a new model that will become the attributes cluster, 

namely, RFM + DP (Discount Proportion). The Discount 

Proportion Rate will provide more insights for customer 

segmentation as it helps understand purchasing behavior that is 

more responsive to discount utilization. Implementing these four 

clustering methods with RFM + DP model resulted in four 

clusters based on the optimal elbow method. Furthermore, the 

evaluation and performance metrics for each clustering 

algorithm indicate that Mini Batch K-Means achieved the highest 

silhouette score of 0.50. Meanwhile, K-Means obtained the 

highest CH index value compared to the other algorithms, which 

was 1056. 

Keywords—Clustering; RFM; discount proportion; customer 

segmentation; data mining 

I. INTRODUCTION 

The entire world has been shaken by big news in 2020, 
COVID-19 pandemic. This pandemic has taken many human 
lives and made a huge impact on all aspects of human life 
such as social, political, and even economic. In the economic 
field, everyone knows that businesses have to go through 
difficult times in the COVID-19 era to survive [1] [2]. 
Therefore, the pressure they received must be faced with the 
increasing adoption of technology 4.0. This reliance on 
technologies is crucial to not only survive but also to adapt 
and thrive effectively. 

The rapid adoption of technology in this digital era has 
come up with opportunities to boost efficiency and expand 
business market presence. One effective way to achieve this is 
by using e-commerce platforms. e-Commerce is concerned 
with facilities such as marketing, selling products or services, 
delivering, and developing over the internet [3]. e-Commerce 

enhances companies' efficiency and reliability by automating 
transactions [4]. In this case, transactions can be done online, 
making it easier for people like customers who make 
purchases and use services. 

The use of e-commerce in the business field has played big 
role across the world, especially in the context of Indonesia. 
Many businesses have switched their business from traditional 
offline business to selling online because the growth of online 
business and technologies [5]. Also, some of them have been 
implementing hybrid models to maintain their business 
continuity, entice to their own customers, and provide good 
value through products and services. According to latest 
statistical data in Indonesia collected by the BPS-Statistics 
Indonesia (2022), the survey results show that the number of 
e-commerce businesses in Indonesia in 2021 was 2,868,178 
businesses which experienced an increase from 2020, although 
the growth is not too much. The same situation also occurred 
in 2022. With this volume of visitors, the use of e-commerce 
signifies convenience for consumers. There are many popular 
e-commerce sites or platforms in Indonesia such as 
Tokopedia, Shopee, Blibli, and many more. These platforms 
are frequently visited and have a high number of transactions 
due to the presence of various business entities and customers 
[6]. 

While it's true that e-commerce platforms process 
countless transactions daily, business entities and sellers need 
to evaluate their purchase behavior by doing customer 
segmentation. One of the most common ways is by using 
RFM model. RFM will help to understand the behavior and 
customers value based on their characteristics [7]. Even small 
businesses can significantly benefit from customer 
segmentation. Therefore, for processing transaction data in 
order to understand customer segmentation, a technique in 
data mining can be utilized to determine the relation of its data 
[8]. Hence, using the RFM model itself is felt to be 
insufficient for representing customer segmentation. General 
customer segmentation is divided into four types, namely, 
based on demographic (customer's personal information), 
geographic (location, population density), purchase behavior, 
and psychographic factors [9]. These can be used as an 
additional feature in the RFM model to gain new insights that 
help understand customer behavior better, enhance market 
targeting, and optimize marketing strategies. This proves that 
RFM model in customer segmentation can be adjusted 
according to business needs. 
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In data mining, there is unsupervised learning technique 
named clustering. This approach often used to group data 
objects based on their similarities. Clustering is a technique 
used in data mining analysis that groups of data objects into a 
set based on their similar characteristics [8] [10]. Particularly 
in customer segmentation, clustering techniques play a crucial 
role. By applying clustering algorithms to customer data, 
businesses can identify groups or segments with similar 
behaviors and preferences. This segmentation helps 
companies in tailoring marketing strategies and enhancing 
overall customer satisfaction. 

Based on the findings outlined in [11] states that startup 
businesses can achieve quicker adaptation by thoroughly 
comprehending their market and customer base. Therefore, 
customer segmentation is an effective market strategy for 
grasping customer characteristics. In their approach, they 
employ clustering methods combined with the RFM (Recency, 
Frequency, Monetary) model, They use clustering techniques 
with the RFM model because of its ease of application to the 
market and give empirical of the better result. Clustering also 
allows to see hidden patterns based on customer behavior 
because the properties of the mining data are specific to 
finding pattern. 

The purpose of this study is to compare four clustering 
algorithms in data mining such as K-means, K-medoids, 
Fuzzy c-means, and Mini batch k-means. The initial step of 
this research is to conduct literature to collect papers related to 
e-commerce, and customer segmentation using several 
models, and clustering algorithms. Additionally, the related 
dataset was obtained from a store called MurahJaya888 in 
Indonesia on the Shopee e-commerce platform in Indonesia. 
The next step involves using clustering techniques in the 
Python programming language to put into practice our 
proposed model that merges RFM (Recency, Frequency, 
Monetary) with the Discount Proportion attribute. The benefit 
of using the Discount Proportion attribute is to observe 
whether those who shop tend to frequently take advantage of 
discounts or not. It indicates whether their behavior involves 
frequent shopping, particularly highlighting if they are 
inclined to make purchases more frequently when discounts 
are available. Through this research, we aim to answer pivotal 
research questions such as how the integration of discount 
proportion with RFM clustering enhances customer 
segmentation accuracy, and how these refined segments can 
be effectively leveraged to optimize targeted marketing efforts 
in the retail sector. 

II. RELATED WORKS 

The following are summaries of previous research that are 
relevant to this study. Table I presents a summary of the 
related works, outlining key findings and insights gathered 
from prior studies in the field. 

Based on all of this research, we understand that the use of 
clustering and an expanded RFM model can lead to deeper 
customer segmentation. However, clustering can become 
overly complex due to the additional variables introduced. For 
example, in the case of this study, we propose the RFM + 
Discount Proportion in percentage model to investigate 
several customer segments and find hidden patterns that are 

more responsive to discounts, whether they tend to shop 
during discount periods or not, and with significant discounts, 
they become loyal customers or only take advantage of 
discounts occasionally. 

TABLE I.  SUMMARY OF RELATED WORKS 

Dataset Methodology Result 

UK retail 

dataset from 

UCI machine 
learning 

repository 

RFM model 
with various 

clustering 

algorithms. 

The dataset has more than 540,000 

records. We tried different methods like 
k-means, GMM, DBSCAN, BIRCH, and 

Agglomerative Clustering to analyze it. 

The best result came from using GMM 
(Gaussian Mixture Model) with PCA for 

reducing dimensions. It got a silhouette 

score of 0.80, which is the highest 
compared to previous studies [12]. 

Brazillian 
store dataset 

from Kaggle 

K-means with 

RFM and 

create a 
website-based 

dashboard 

using 
Streamlit 

With over 100,000 records, a clustering 

method with a k of 4 was employed. The 

clusters were visualized based on RFM 
values, yielding a silhouette coefficient 

of 0.47. Additionally, this research 

visualized the results using Streamlit, 
featuring three key components: 

overview, RFM Analysis, and page 

report, aimed at providing valuable 
insights [13]. 

UCI machine 

learning 
repository 

RFM-

D(Diversity) 
with various 

machine 

learning 
algorithms 

Diversity, an attribute that complements 

RFM, measures the variety of products 
purchased by each customer. The dataset 

utilized the purchase history of 4,383 

transactions. Various machine learning 
methods including SVM, Decision Tree, 

and K-Means were compared. However, 

the highest silhouette score accuracy of 
0.98 was attained using K-Means [14]. 

Olist store 

dataset from 
Kaggle 

RFMTS with 

K-means 
algorithm 

T stands for Time and S for Satisfication 

score. Due to the utilization of five 
variables or attributes, the researchers 

opted for PCA to reduce the 

dimensionality of their dataset. Based on 
the elbow method, they determined the 

optimal cluster number to be 5. They did 

not explicitly focus on the clustering 
algorithm but discussed the results 

regarding customer statistics, which, if 

ignored, could have a negative impact on 
the company [15]. 

Bank dataset 

RFM+ 

B(Balance) 

model with K-
means 

The B model, which is the amount of 
savings a customer has at the end of the 
data period, can be very helpful for 
grouping customers and is useful in 
developing marketing strategies. The data 
was obtained from a bank with over 
147,000 entries and was processed using 
k-means clustering. The accuracy level 
achieved from grouping savings 
customers using the RFM+B model is 
77.58% [16]. 

III. RESEARCH METHODOLOGY 

The general process of the methodology of this study is 
shown in Fig. 1. The initial step entails collecting literatures to 
define the problem through a literature study. After defining 
the problem and establishing the goals of this research area, 
the subsequent steps involve collecting the dataset, 
preprocessing the data, implementing models such as K-
Means, K-Medoids, Fuzzy C-Means, and Mini-Batch K-
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Means, and evaluating them to determine the algorithm that 
comes out with the best performance. For a better 
understanding, let's take a look at the research stages Fig. 1: 

 
Fig. 1. Research Stages. 

A. Data Collection 

The dataset is collected and obtained from an online store 
called MurahJaya888 in Indonesia on the e-commerce 
platform. The dataset is provided based on a request from the 
shop owner as an example of a research subject in this e-
commerce area. The data obtained is in .xlsx files format 
where there are 12 files (October 2021 – October 2023) with a 
total of 46 columns and 2497 rows. Before preprocessing the 
data, we must combine them into one file and convert it into 
data frame so that will help us to analyze more easily using 
Python programming language. 

B. Pre-processing Data 

After combining the data obtained into a dataframe, the 
next step is to process the dataset by pre-processing. Pre-
processing is the process of preparing data to make it easier 
and feasible to analyze. Preprocessing is also use to enhance 
the quality of data, ensuring that it fulfills the requirements of 
the algorithms [17]. The preprocessing stages we use included 
data selection, data cleaning, and transformation. 

Data selection is the first preprocessing step in this study 
to drop some columns that are irrelevant to be analyzed. Raw 
data that are received must be preprocessed before diving into 
the next step. By selecting the features that will be used later 
on in this research, we did feature selection first to prepare for 
the next important features to be analyzed [18]. Data cleaning 
is a method used to address issues or errors in the dataset that 
will be analyzed. This stage involves handling missing values, 
duplicates, renaming columns, and other tasks to prevent 
numerous outliers [19]. Moreover, data transformation 
involves altering raw data to make it suitable for analysis, 

such as creating variables or features to fulfill the 
requirements of the analysis purpose [20]. There are several 
techniques that can be applied, such as convert categorical 
variables into numerical types and attribute construction. 
Table II is the formula used in creating RFM + Discount 
Proportion attributes: 

TABLE II.  RFM + DP FORMULA 

RFM Attribute Calculation Formula 

Recency(R) ∑(𝑇𝑛𝑜𝑤 − 𝑇𝑖)

𝑛

𝑖 =1

 

Frequency(F) ∑ 𝑇𝑃𝑖 

Monetary(M) ∑ 𝑇𝐴𝑆𝑖

𝑛

𝑖=1

 

Discount Proportion (DP) 
∑ 𝑇𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡,𝑖

𝑛
𝑖=1

∑ 𝑇𝑝𝑎𝑦𝑚𝑒𝑛𝑡,𝑗
𝑚
𝑗=1

∗ 100% 

C. Normalization 

Data normalization is a way of turning data into a series 
with the same range. In general, the normalization that is often 
used in research is Min-max normalization. The formula for 
Min-max normalization is as follows [21]: 

x’ = 
𝑥−min (𝑥)

max(𝑥)− min (𝑥)
           (1) 

In this formula, the attributes value will be on a scale of 0 
to 1. So, the RFM attributes created will be normalized so that 
the attribute ranges are not significantly different from each 
other. 

D. Cluster Analysis 

Clustering is methods that can assist us in analyze our data 
by identifying similarities among data points. Each data point 
refers to each object or individual present in the data. 
Therefore, clustering groups data points based on the 
similarity of their attributes with the goal of discovering 
patterns of dataset [22]. 

The clustering method is a process grouping data objects 
that are similar to each other into the same cluster but different 
from objects in other clusters [10]. There are various types and 
algorithms of clustering. Here are the algorithms that will be 
explained along with their working steps: 

1) K-means: K-Means is an unsupervised learning 

algorithm for grouping data objects based on the shortest 

distance between data points. K-Means algorithm steps are as 

following [23]: 

 Determine the value of k as many as the number of 
clusters. 

 Select the data that will be the center of the cluster or 
temporary centroid. 

 The algorithm will calculate the distance between 
objects to the centroid and then group them.  

d(x,y)=√(|𝑥1 − 𝑦1|2 + ⋯ + |𝑥𝑛 − 𝑦𝑛|2)        (2) 
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 Calculate the next centroid value with the average 
value of the data that has been obtained. 

 Repeat until the condition is met or there is no more 
cluster changes. 

2) K-medoids: K-medoids is an algorithm that is similar to 

K-means in its clustering process. However, in K-medoids, 

there are medoids that serve as the representatives of the 

clusters. The following is the mechanism of the K-medoids 

algorithm [24]: 

 Initiate by choosing a temporary medoid as the initial 
medoid. 

 In this step, each data object is assigned to the medoids 
that have the shortest distance (minimum distance). 

 For each medoid, it's tested by swapping it with each 
non-medoid point one by one. If this swap reduces the 
total cost. 

 Choose the lowest total cost. 

 Repeat steps 2 to 4 until there is no medoid change so 
that clusters and the members of their corresponding 
clusters are acquired. 

3) Fuzzy c-means: Fuzzy c-means is a clustering algorithm 

that is flexible and can classify a data object into two or more 

clusters based on its membership level. This can be referred to 

as soft clustering. The workings of the Fuzzy c-means (FCM) 

algorithm are as follows [25]: 

 Determine the data to be grouped or clustered where X 
is a matrix of size i x j. 

 Set the values needed for the FCM calculation, such as 
maximum iterations, expected number of clusters, 
epsilon value, objective function, and rank matrix 
partition (w). 

 Initialize the partition matrix randomly. 

 Calculate cluster center with the formula: 

Vkj = 
∑

𝑛

𝑖=1
((µ𝑖𝑘)𝑤 ∗ 𝑋𝑖𝑗)

∑
𝑛

𝑖=1
(µ𝑖𝑘)𝑤

                               (3) 

 Calculate the distance to the objective function with the 
following formula: 

Pt = ∑
𝑛

𝑖=1
∑

𝑐

𝑘=1
([∑

𝑚

𝑗=1
(𝑋𝑖𝑗 − 𝑉𝑘𝑗)

2
] ∗ (µ𝑖𝑘)𝑤)  (4) 

 Update the partition matrix: 

µik = 
[∑

𝑛

𝑖=1
(𝑋𝑖𝑗− 𝑉𝑘𝑗)

2
]

1
(𝑤−1)

∑
𝑛

𝑘=1
[∑

𝑛

𝑖=1
(𝑋𝑖𝑗− 𝑉𝑘𝑗)

2
]

1
(𝑤−1)

           (5) 

 If the difference between the current partition matrix 
(Pn) and the initial partition matrix (P0) is less than the 
epsilon value, or if the number of iterations (t) has 
reached the maximum number of iterations. The 
iteration stop. 

4) Mini-batch K-means: Mini-batch k-means is like an 

alternative version of k-means algorithm because the working 

steps are quite similar but mini-batch k-means is designed for 

reduce the computational time [26] and use a random mini 

batch from the dataset to update the clusters [27]. Here are the 

steps: 

 Randomly select a batch of data points from the dataset 
for the k-means Mini-batch algorithm. 

 Assign the nearest centroid to each batch. The formula 
for finding the shortest distance can be done the same 
as the K-means algorithm. 

 Update the centroids by calculating the average of data 
points within each cluster until convergence is reached. 
Convergence means the algorithm has stabilized, 
typically by comparing changes in centroid positions 
using the formula, 

∆𝐶 =  √∑
𝑘

𝑖=1
||𝐶𝑖 − 𝐶𝑖

′||
2
              (6) 

 Repeat steps 2 to 3 for the next batch in the 

predetermined number of iterations. 

E. Performance Evaluation 

The performance evaluation of the four algorithms above 
will also use and compare several performance metrics, the 
Silhouette Coefficient and Calinski-Harabasz Index. Here are 
the formulas for calculating the Silhouette coefficient and 
Calinski-Harabasz Index: 

1) Silhouette coefficient: Silhouette coefficient is one of 

the performance metrics to calculate the quality of the 

algorithms. Check whether the algorithm used has reached a 

goodness point or not in clustering the data. A greater 

Silhouette coefficient indicates a better cluster [28]. These are 

the formula: 

s(i) = 
𝑏(𝑖)−𝑎(𝑖)

max{𝑎(𝑖)−𝑏(𝑖)}
                    (7) 

2) Calinski-Harabasz index: CH Index metrics will 

calculate the variance ratio within clusters and also between 

clusters. The higher the CH value compared, the better the 

performance of the clustering algorithm [29]: 

The best silhouette coefficient is a value that is close to 1, 
indicating that clustering has a good separation between 
clusters and consistent objects in the cluster. Meanwhile, the 
best CH value is the value that gives the highest number 
among all the k clusters. 

F. RFM + Discount Proportion Analysis 

In this stage, the data distribution of each customer 
segment will be explained in detail, as well as the benefits of 
the Discount Proportion for the dataset being used. 

IV. RESULT AND ANALYSIS 

Our background in conducting this research is that we 
want to test and compare several clustering algorithms for 
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customer segmentation using primary data from one of the 
stores on the e-commerce platform and using the RFM + 
Discount Proportion model which can produce more deeper 
result of segmentation. The data that has been collected from 
MurahJaya888 consists of 1458 rows after being preprocessed 
and will be processed first because there are many missing 
values and unused columns which will result in many outliers. 
These are the steps of our analysis: 

A. Integrate Data Files 

The dataset are obtained in separate .xlsx files per month. 
Therefore, we use the Python glob module to group specific 
file extension names. This approach helps us to combine data 
from multiple files, making analysis more comprehensive. 
These are the available columns of the dataset: 

 
Fig. 2. Available columns. 

Fig. 2 shows the columns available from the data we 
obtained to be further preprocessed including, data selection, 
cleaning, and the construction of the RFM + DP attributes for 
use in clustering. To calculate the DP attributes, we divide the 
total discount price by the total payment and then multiply the 
result by 100% (https://shorturl.at/afGKP). 

B. Preprocessing Data 

1) Data selection: From the 46 available columns, our 

initial step was to select useful features for creating the RFM 

+ DP attributes and drop columns that were irrelevant for 

analysis. Table III displayed the columns that we selected for 

analysis after this selection process, providing a clear 

overview of the chosen attributes. This streamlined approach 

ensured that only pertinent data were considered for the RFM 

+ DP model development. 

TABLE III.  COLUMNS AFTER DATA SELECTION 

Columns Description 

Order ID Unique identifier for each order 

Product Name Name of the product 

Original Price 
The price of the product before any 

discounts 

Order Status Indicates the current status of the order 

Cancellation/Return 

Status 
Indicates whether the order was canceled or 

returned 

Quantity 
The number of product purchased in the 
order 

Total Payment Total amount paid each order 

Total Discount Total discount applied to the order 

Last Transaction Time Timestamp of last transaction order 

Username User account name 

We opted to choose a subset of 10 columns from the total 
46 columns available. These specific columns are derived 
from the RFM + DP attribute formula, crucial for the 
clustering analysis aimed at customer segmentation and 
insights. It's worth noting that certain details such as customer 
demographics and shipping information will be excluded to 
uphold privacy concerns. Additionally, the Last Transaction 
Time column is included to track the most recent shopping 
date for each customer. 

2) Data cleaning: In the data cleaning stage, we perform 

several tasks such as renaming columns from Indonesian to 

English, removing missing values in the Cancellation/Return 

Status column which indicate cancelled orders. Then, we 

eliminate duplicate values and ensure that all Order IDs are 

unique. 

3) Feature construction for RFM + DP: In this data 

transformation stage, firstly, we convert the data type from 

object to numerical for several columns. Additionally, we 

perform feature construction for RFM + DP. Fig. 3 is an 

example dataset of RFM + DP attributes: 

 

Fig. 3. RFM + DP attributes before normalization. 

Furthermore, we also create distributions to observe the 
spread of data for each variable on a scale of 1-5, Fig. 4 
indeed show data imbalance, particularly in Frequency and 
Monetary. Fig. 5 to Fig. 7 shows different types of scale. 
However, we cannot remove such data as it naturally occurs in 
transactions: 

 

Fig. 4. Recency scale. 
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Fig. 5. Frequency scale. 

 

Fig. 6. Monetary scale. 

 
Fig. 7. Discount proportion scale. 

C. Min-max Normalization 

We changed the scale of the RFM + Discount Proportion 

attribute to 0-1. The aim is to minimize outliers and the value 

of attributes are relatively close to each other as shown in Fig. 

8. These are the final results of the data with the normalized 

one: 

 
Fig. 8. Min-Max normalization result. 

D. Cluster Analysis 

Table IV represents the information of customer types in 
MurahJaya888 store, there are four types of customers such 
as, Platinum, Gold, Silver, and Bronze after done the 
segmentation to ensure the right marketing strategy: 

1) K-Means: The implementation of clustering algorithms 

will be done on an apple-to-apple basis, meaning we will use a 

number of k=4 based on the elbow method, with random state 

of 42. This approach ensuring reliability and comparability in 

our analysis across various clusters. Fig. 9 shows that the 

optimal number of k is 4 because there is a significant change 

in the points that form an elbow, indicating that adding 

clusters after k = 4 provides less decreases of the inertia value. 

This provides a balance between minimizing inertia in the 

resulting clusters and maintaining a fair interpretation of the 

existing data. We also use library named KneeLocator to 

ensure the optimal number and the result shown that is 4. 

TABLE IV.  CUSTOMER CHARACTERISTICS 

Type of Customers Values 

Platinum 

High Recency (↑) 

High Frequency (↑) 

High Monetary (↑) 

High Discount Proportion (↑) 

Gold 

High Recency (↑) 
Low Frequency (↓) 

Neutral Monetary ( - ) 

Neutral Discount Proportion ( - ) 

Silver 

Low Recency (↓) 
Low Frequency (↓) 

Low Monetary (↓) 

High Discount Proportion (↑) 

Bronze 

Low Recency (↓) 

Low Frequency (↓) 

Low Monetary (↓) 
Low Discount Proportion (↓) 

 
Fig. 9. Elbow Method for Optimal K. 

 
Fig. 10. K-means clustering result. 
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We used PCA to reduce our components or features to get 
better visualized in two dimensions. Since we can't plot all 
four features at once, it would make it difficult for us to 
understand the data distribution. Thus, PCA serves as a 
valuable technique for simplifying the data representation 
while preserving its essential characteristics. Fig. 10 shows the 
groups of data points in four colors: gold, silver, bronze, and 
platinum. The number of points in each group is shown by a 
number (n). The gold group has the most points (840), then 
silver (407), bronze (125), and platinum (86). There are 'X' 
marks that show the center or average spot of each group. 

2) Mini-batch K-means: Mini-batch K-Means is often 

applied in larger datasets due to its characteristic nature of 

dividing the dataset into smaller portions. 

 

Fig. 11. Mini-batch K-means clustering result. 

Fig. 11 demonstrates that with four clusters, its results 
align closely with those of the k-means algorithm, though 
there are slight differences in the number of points within 
some clusters. The distribution of points across the clusters is 
as follows: the gold cluster contains the highest number of 
points (814), followed by the silver cluster (426), the bronze 
cluster (131), and the platinum cluster (87). Surprisingly, the 
mini-batch k-means algorithm performs well, especially 
known for its efficiency in processing larger datasets. This 
efficiency is attributed to its method of dividing the data into 
smaller batches for each iteration. To achieve optimal 
clustering results, it's beneficial to experiment with different 
batch sizes to evaluate their impact on performance and 
computational time. Table V shows batch size iterations. 

TABLE V.  BATCH SIZE ITERATIONS 

Batch Size Execution Time Silhouette Score 

50 0.0638 seconds 0.4534 

100 0.0439 seconds 0.3476 

150 0.0499 seconds 0.4829 

200 0.0449 seconds 0.4816 

250 0.0439 seconds 0.5002 

300 0.0519 seconds 0.4928 

350 0.0568 seconds 0.4899 

400 0.0559 seconds 0.4921 

Mini-batch k-means performance was tested across 
different batch sizes ranging from 50 to 400, revealing a trade-
off between execution time and silhouette scores. Smaller 
batch sizes like 50 and 100 offered faster execution but lower 
silhouette scores. As batch sizes increased, silhouette scores 
also improved, peaking at 0.5002 with a batch size of 250 
which was identified as the optimal batch size considering 
both execution speed and performance. 

3) K-medoids: The K-Medoids algorithm used here is 

quite similar to K-Means. However, in this case, the cluster 

centers are not represented by centroids but medoids. Medoids 

are points that represent the center of a cluster by assessing the 

distance between the medoid and all other points within the 

cluster. Fig. 12 is the results obtained from implementing the 

K-Medoids algorithm that produced four clusters. 

 

Fig. 12. K-medoids clustering result. 

The points are distributed across the clusters as follows: 
the gold cluster contains the highest number of points (785), 
followed by the silver cluster (407), the bronze cluster (119), 
and the platinum cluster (147). K-medoids utilize the concept 
of medoids as the center point, rather than centroids. A 
medoid is a real member of the dataset, not an average value. 
It's possible that for the dataset we employed, K-medoids may 
not be as suitable, even though one of its advantages is its 
resilience to outliers. 

4) Fuzzy c-means: The last algorithm tested was fuzzy c-

means (FCM). This research implements FCM clustering 

using FCM in the fcmeans library. The FCM algorithm 

provided quite well-clustered results, similar to K-Means and 

Mini batch k-means, even though this algorithm is soft 

clustering, meaning it allows one data point to be included in 

different clusters. Therefore, there is a fuzziness parameter in 

the Fuzzy C-means algorithm to regulate the highest 

probability of each cluster data being most suitable for which 

cluster number. 

We found that the optimal value is 1.1 based on its 
Silhouette score. Fig. 13 shows optimal fuzziness parameter. 
By selecting the optimal fuzziness parameter, we achieved 
improved cluster cohesion and separation in the FCM 
algorithm's results. The following Fig. 14 is the clustering 
results of FCM: 
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Fig. 13. Optimal fuzziness parameter (m). 

 
Fig. 14. FCM clustering result. 

The FCM algorithm resulted in clusters with distributions 
almost identical to those produced by K-Means, with only 
slight differences in the dataset's data points. Among the 
clusters, the Platinum customers consist of a total of 88 
customers considered potential. Next are the Gold customers, 
totaling 840, indicating that over 50% of customers either 
made their first purchase or returned to MurahJaya888? 
However, the Silver and Bronze clusters show fewer potential 
customers based on the reduced RFM + Discount proportion 
attributes. 

E. Performance Evaluation 

In Table VI, we can see that there is very little significant 
difference between the algorithms K-means, FCM, and Mini 
batch k-mean in the measurement of the Silhouette score. 
However, here, there is the highest result obtained by the 
mini-batch k -mean, namely, 0.5002. Silhouette score values 
that are > 0.5 are indicated as well clustered, which means that 
the data points are grouped well enough based on their similar 
characteristics. However, again that evaluation is not only 
influenced by the nature of each algorithm but also caused by 
other factors. 

TABLE VI.  CLUSTERING PERFORMANCE 

Model Silhouette Score CH Index 

K-Means 0.4921 1056.40 

Mini batch K-means 0.5002 1053.18 

K-Medoids 0.4714 966.45 

FCM 0.4899 1055.39 

Other factors include the characteristics of the datasets. In 
this sales data, we do have outliers like Recency and Monetary 
values that are unbalanced. But we can't just delete it because 
the data is important. For example, in this case of sale, it must 
be in one store to sell a lot of goods at different prices. If there 
are a few users who just buy expensive stuff. That could have 
caused the outlier not to go shopping too often. When we 
measured by the CH Index, the highest result was achieved by 
K-means with a value of 1056.40. 

F. RFM + Discount Proportion Analysis 

The use of RFM strategy in analyzing RFM model is quite 
common to be implemented either by scoring the RFM 
attributes or by using machine learning. However, our focus 
here is to add a new attribute, namely Discount Proportion in 
Percentage. An example illustration of DP is as follows in Fig. 
16 and Fig. 15 shows RM +DP model. 

 

Fig. 15. RFM + DP Model. 

 
Fig. 16. Discount proportion illustration. 

So, suppose client A spends 500,000 (IDR) in one 
transaction and gets a discount of 25,000 (IDR) so that when 
calculated the discount obtained from the purchase is 5%. It 
keeps counting and calculating for all their spending on 
different dates. These are the advantages of using this RFM + 
DP model: 

 We can see it not just from the side of their shopping 
behavior. However, also from the internal side that is, 
the use of discounts. For example, in the case of this 
small MurahJaya888 dataset. They sell items that are 
not so varied and their customers can be categorized 
not so much. However, the feature construction of this 
Discount Proportion can give them insight into whether 
a customer can be classified as a loyal customer even 
though the discount given by the seller is large. 

 This model can also be applied to cases of large 
datasets or retail stores that like to give discounts to 
their customers. Seeing from this side, they can 
determine whether giving continuous discounts can 
attract customers or cause losses. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 3, 2024 

910 | P a g e  

www.ijacsa.thesai.org 

 RFM usage can vary not only basic RFM, Discount 
Proportion provides insight on increasing customer 
loyalty by giving appreciation for their loyalty. 

We attempted to analyze based on the cluster results 
produced by each algorithm and calculated the mean for each 
cluster. The overview can be observed in Table VII: 

TABLE VII.  CLUSTERING RESULT FOR RFM + DP ATTRIBUTES 

 
Mean 

 

Algorithms 
Customer 

Types 

Recency 

(Days) 

Monetary 

(Rupiah) 

Frequency 

(Times) 

Discount Proportion 

(Rate) 
Count 

K-Means Platinum 144 1.245.129 5.24 16.4 86 

 

Gold 272 407.360 1.2 7.5 840 

Silver 586 364.544 1.19 5.59 405 

Bronze 608 130.274 1.16 24.9 127 

Mini-batch k-means Platinum 137 1.269.237 5.3 14.9 87 

 

Gold 275 408.150 1.15 7.14 814 

Silver 611 327.639 1.2 7.4 126 

Bronze 495 174.592 1.24 28.6 131 

K-Medoids Platinum 151 1.039.860 4.01 12.8 147 

 

Gold 282 380.022 1.08 6.9 785 

Silver 591 361.116 1.2 5.7 407 

Bronze 604 121.179 1.15 25.4 119 

Fuzzy c-means Platinum 144 1.245.159 5.25 16.38 86 

 

Gold 273 407.363 1.13 7.15 840 

Silver 586 364.445 1.2 5.6 405 

Bronze 610 129.290 1.16 25.1 127 

The customer segmentation reveals different clusters with 
unique characteristics. The "Platinum" segment, consisting of 
around 6-8% of customers, represents the highest tier. They 
enjoy significant discounts and remain loyal. Implementing 
exclusive discount programs and referral rewards can enhance 
their satisfaction. The "Gold" cluster, while stable overall, 
shows lower frequency values possibly due to its larger size. 
The "Silver" group, with many customers, requires analysis of 
their preferences for tailored marketing strategies. On the 
other hand, "Bronze" segment relies heavily on discounts but 
makes fewer purchases at MurahJaya888. 

V. CONCLUSION 

This study compares four partition methods of clustering 
algorithms, k-means, k-medoids, FCM, and mini-batch k-
means, by producing three clusters, namely clusters 0, 1, 2, 
and 3. Based on the results we obtained and concluded, The 
Mini-batch K-means algorithm obtained the highest silhouette 
index value compared to the others, around 0,5 of accuracy. 
Meanwhile, the k-means algorithm managed to get the highest 
CH index value, namely 1056, 40. Therefore, the conclusion 
that can be drawn from this dataset is that the MurahJaya888 
store still has not reached a large number of potential 
customers. Due to the limitations of dataset rows, additional 
datasets could be utilized to further explore the effectiveness 
of this model. For future research, other clustering algorithms 
such as density-based or hierarchical clustering could also be 
considered. 
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