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Abstract—Cloud computing has revolutionized the on-

demand resource provisioning through virtualization. However, 

dynamic pricing of cloud resources presents cost management 

challenges. Load balancing is critical for cloud efficiency; 

however, current algorithms use static thresholds and are unable 

to adapt to fluctuating prices. This study proposes a novel 

Dynamic Threshold Tuning (ATTLB) algorithm that optimizes 

the CPU and memory thresholds of a load balancer based on 

real-time pricing. The ATTLB algorithm has a pricing monitor 

to track spot prices; a VM profiler to record capacities; a 

threshold optimizer to tune thresholds based on pricing, capacity, 

and SLAs; and a load dispatcher to assign requests to VMs using 

the optimized thresholds. Extensive simulations compare ATTLB 

with weighted round-robin (WRR), ant colony optimization 

(ACO), and least connection-based load balancing (LCLB) 

algorithms using the CloudSim toolkit. The results demonstrate 

the ability of ATTLB to reduce total costs by over 35% and 

improve SLA violations by 41% compared with prior techniques 

for cloud load balancing. Adaptive threshold tuning provides 

robustness against dynamic pricing and demand changes. 

ATTLB balances cost, performance, and utilization through real-

time threshold adaptation. 

Keywords—Cloud computing; load balancing; threshold 

optimization; cost minimization; pricing models; CloudSim; 
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I. INTRODUCTION 

Cloud computing has emerged as a transformative 
technology that enables on-demand access to computing 
resources and gives rise to new paradigms, such as 
infrastructure-as-a-service (IaaS) [1]. The fundamental 
innovation in cloud computing is the rapid and flexible 
allocation of resources via virtualization, allowing users to 
acquire and release resources in an agile pay-as-you-go model 
[2]. Users can provide virtualized resources such as virtual 
machines (VMs), storage, databases, networks, and services 
based on the changing requirements of their applications 
[3] [4]. 

Load balancing is a key enabler for efficiency, scalability, 
availability, and quality of service (QoS) in cloud computing 
environments [5] [6] [7]. Load balancing distributes incoming 
user workloads transparently and optimally across multiple 
VMs hosted in geographically distributed data centers [8] [9]. 
This prevents uneven resource utilization, hotspots, and poor 
performance under peak loads [10] [11]. Load balancing aims 
to maximize resource usage while meeting service-level 
agreements (SLAs) defined through metrics such as response 
time, throughput, latency, and availability [12] [13]. Well-

known load balancing algorithms used in cloud data centers 
include round robin, least connections, weighted round robin, 
throttled, and priority-based variants [14] [15] [16]. 

However, traditional load balancing techniques often rely 
on preset static thresholds for parameters such as CPU 
utilization, memory usage, network bandwidth, I/O rates, and 
number of connections [17] [18]. These thresholds remain 
unchanged and do not adapt dynamically to real-time changes 
in workload patterns, resource pricing, system performance, or 
user SLAs [19] [20]. Public cloud platforms such as AWS 
EC2, Google Compute Engine, and Microsoft Azure have 
highly variable pricing models for resources based on 
demand-supply dynamics, spot instance availability, bidding, 
and temporal discounts [21] [22] [23]. Static load-balancing 
thresholds are unable to respond effectively to such dynamic 
pricing models, often leading to suboptimal and inefficient 
VM usage for clients, driving up costs [24] [25]. 

Several researchers have highlighted that dynamic pricing 
models in public clouds call for adaptive load distribution 
strategies that can optimize thresholds in line with price 
fluctuations [26] [27] [28]. However, most existing studies 
have focused heavily on VM provisioning and placement 
policies [29] [30], traffic distribution algorithms [31] [32], and 
auto-scaling techniques [33] [34] for load-balancing. Less 
attention has been devoted to exploring real-time adaptive 
optimization of load balancer thresholds based on prevailing 
pricing and QoS factors [35] [36]. This underscores a critical 
research gap and motivates new load-balancing approaches. 

This paper proposes a novel Dynamic Threshold Tuning 
(DTT) algorithm that can automatically adapt the CPU and 
memory thresholds of a load balancer based on the current 
cloud pricing and VM capacities. Adaptive threshold tuning is 
expected to minimize resource costs for users while still 
maintaining the performance of SLAs and QoS standards. The 
DTT algorithm was designed with a feedback loop that 
continuously monitors pricing, SLAs, and system load, 
incrementally adjusting thresholds to achieve cost 
optimization. The major contributions of this research include 
[37]: 

 Designing a dynamic threshold adaption technique for 
cloud load balancing considering real-time pricing. 

 Developing the architecture and algorithms for a cost-
aware, adaptive load balancer. 

 Extensive simulations of cloud infrastructure and 
workloads using the CloudSim toolkit. 
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 Comparative evaluation of ATTLB against WRR, 
ACOLB, and LCLB algorithms. 

 Demonstrating significant cost reduction and SLA 
performance improvements of the proposed approach. 

The remainder of this paper is organized as follows: 
Section II contains background information on cloud 
computing principles, such as virtualization, load balancing, 
and pricing models. Section III reviews existing literature 
related to cloud load balancing, dynamic pricing, and 
threshold optimization techniques. Section IV presents the 
proposed system model, DTT architecture, and algorithms for 
adaptive-threshold tuning. Section V provides the simulation 
setup, workload patterns, pricing models, and performance 
metrics used to evaluate the DTT. Section VI analyzes the 
results obtained from extensive CloudSim simulations and 
compares DTT with round-robin, THRILL, and adaptive 
utilization-based algorithms. Finally, Section VII concludes 
the paper with a summary of its contributions and future 
research directions. The references and appendix with 
supporting data are presented at the end. 

II. BACKGROUND 

This section provides foundational knowledge on key 
concepts, such as cloud computing, virtualization, load 
balancing, and cloud pricing models, to establish a context for 
research on adaptive threshold load balancing. First, an 
overview of cloud computing and virtualization describes how 
they enable flexible resource allocation via virtual machines 
(VMs). Next, load-balancing techniques are discussed, which 
distribute workloads optimally across VMs to maximize 
efficiency and performance. Finally, cloud pricing models are 
introduced, focusing on how adaptive models address dynamic 
workload challenges. 

A. Cloud Computing 

Hypervisors play a pivotal role in virtualization and cloud 
computing. As a type of virtual machine monitor (VMM), 
hypervisors provide an essential layer of abstraction that 
facilitates the creation and administration of virtual machines 
(VMs) running on top of physical hardware [38]. Hypervisors 
can be implemented using software, hardware, or a 
combination of both. The key capability they provide allows 
multiple VMs to coexist independently on a single physical 
machine. Hypervisors effectively partition and mediate access 
to underlying physical resources, such as CPU, memory, 
storage, and networking between virtualized environments 
[39]. This allows the efficient sharing and allocation of these 
resources from the host to individual VMs. 

Hypervisors facilitate the creation and management of 
virtual machines (VMs). This provided a computer 
environment with considerable edges. They assist in bringing 
together various resources so that several VMs may operate on 
a single server. Consequently, significant cost savings and 
increased energy efficiency were achieved. Hypervisors also 
thrive in security; they provide robust isolation, allowing each 
VM to run separately to secure data. They also result in 
hardware independence. This facilitates resource management, 
VM migration, and rapid adaptation to the computing systems. 
Owing to these advantages, hypervisors are ideal for utilizing 

resources effectively, adhering to rigorous security standards, 
and preparing for dynamic operations [40]. 

B. Virtualization 

Virtualization refers to the abstraction and sharing of 
underlying physical hardware resources such as computing, 
memory, storage, and network bandwidth using virtualization 
layer software [41] [42]. This virtualization layer Creates 
isolated virtual environments known as virtual machines 
(VMs) which behave like real computers with dedicated 
processor, memory, storage, operating system, drivers, 
applications [43] [44]. However, multiple VMs can operate 
concurrently with the same physical server hardware. 

A hypervisor or virtual machine monitor (VMM) is a 
software layer that creates and runs VMs [45]. It allows shared 
access to physical resources while isolating and managing the 
allocation to VMs using CPU and I/O scheduling. The VMs 
operate independently as if running on separate physical 
servers abstracted from actual hardware thanks to the 
virtualization layer [46]. Some major capabilities and benefits 
provided by virtualization technology include [47] [48]: 
Server consolidation by running multiple VMs on a single 
physical server leading to increased resource utilization and 
efficiency. Dynamic resource provisioning and allocation by 
the hypervisor to VMs based on changing demands. The live 
migration of running VMs across physical hosts enables 
seamless failure and load balancing across a cluster. Resource 
isolation between VMs providing security and multi-tenancy 
in a shared infrastructure. Virtual networking between VMs 
using software switches, overlays, and tunneling protocols for 
VM connectivity. 

In addition to server virtualization, other forms of 
virtualization used extensively in cloud environments include 
[49]: Storage virtualization which creates logical abstractions 
of physical storage resources into virtual disks and volumes 
that can be allocated to VMs. Network virtualization that 
creates virtual networks overlaid on top of physical network 
infrastructure to enable isolated virtual networks for VMs. 
Application virtualization that encapsulates and isolates 
applications from the underlying operating system and 
hardware. Desktop virtualization that provides complete 
virtual desktop environments hosted in a central server to end 
users. Data virtualization that offers a unified view of data 
from multiple heterogeneous sources. Virtualization is enabled 
through a layered software approach. The hypervisor or VMM 
forms the virtualization layer that runs directly on the host 
hardware. The guest OS runs on top of the hypervisor and 
provides operating system services inside each VM. The VM 
applications run on top of the guest OS inside each isolated 
VM [50]. 

C. Load Balancing 

Load balancing refers to the technique of transparently and 
optimally distributing incoming client requests or network 
traffic across multiple servers and computing resources hosted 
in data centers [51] [52]. The primary aims of load balancing 
are to achieve high availability, improved performance, 
efficient resource utilization, maximum throughput, and the 
ability to meet service level agreements (SLAs) for quality of 
service [53]. Load balancing helps evenly distribute the 
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workload across servers and prevents uneven loading or 
hotspots on particular machines, which could lead to 
performance impacts or failures [54]. It provides horizontal 
scalability to handle increasing demands by elastically adding 
virtualized computing resources. Load balancing also 
enhances energy efficiency in cloud datacenters by not 
requiring over-provisioning [55]. 

In cloud computing environments, load balancing is 
implemented by distributing user application workloads and 
network traffic across multiple virtual machines (VMs) 
Provisioned across geographically distributed data centers 
[56]. The load balancer monitors the VMs and transparently 
directs incoming requests based on optimization algorithms 
and policies. This workload distribution across VMs enables 
cloud providers to elastically scale up the infrastructure to 
meet peaks while optimizing usage [57]. 

Load balancing faces challenges such as short-lived bursts 
in traffic and rapid fluctuations [58]. Sudden traffic spikes can 
overwhelm the servers. Intelligent load-distribution policies 
are required to handle such burst traffic. Load balancers 
should also address perplexity, which refers to widely varying 
traffic characteristics and patterns that are difficult to predict 
[59]. Modern load balancers incorporate machine learning and 
predictive analytics to forecast traffic and intelligently make 
routing decisions [60]. For instance, neural networks can 
enable traffic prediction and pattern recognition. Load 
balancing is an active cloud computing research area, with 
recent works focusing on the optimization, automation, and 
integration of machine learning [61]. 

D.  Cloud Pricing Models 

In the early days of cloud computing, traditional pricing 
models were dominant, including pay-as-you-go and reserved 
instances [62]. The pay-as-you-go model provides users with 
the flexibility to pay only for the resources they consume, 
making it a cost-effective option for fluctuating workloads 
[63]. By contrast, reserved instances offered substantial 
discounts for committing to a fixed-term contract, providing 
stability and predictability in pricing. Although these models 
catered to different usage scenarios, they lacked the 
adaptability to cope with dynamic workloads and optimize 
cost efficiency [64]. 

The bursting and complex nature of cloud workloads 
presents a unique challenge in cloud pricing. Workloads in the 
cloud often experience significant fluctuations in resource 
requirements over time [65]. This variability arises from 
factors such as seasonal demand, unpredictable user activity, 
and data-intensive processing. Burstiness in cloud workloads 
refers to the rapid and intermittent surges in resource usage. 
As a result, traditional pricing models struggle to adapt 
effectively to such fluctuating demands, leading to suboptimal 
resource utilization and, consequently, increased costs [66]. 

To address these challenges, researchers and cloud service 
providers have increasingly focused on developing adaptive 
pricing models [67]. These models aim to align cloud resource 
provisioning with the dynamic requirements of applications, 
thereby minimizing costs while maintaining the performance. 
The adaptive threshold tuning-based load balancing (ATTLB) 

system is one such innovation designed to address this issue. 
By incorporating real-time monitoring, prediction, and 
adaptive threshold tuning, the ATTLB aims to offer a 
proactive approach to cloud load balancing for cost 
minimization [68]. 

The integration of machine-learning techniques into 
adaptive pricing models has significantly enhanced their 
performance and adaptability. Machine learning models such 
as neural networks and decision trees have been applied to 
predict workload patterns and resource demands, enabling 
cloud providers to allocate resources more efficiently [69]. 
Cloud computing prioritizes cost reduction. It optimizes 
computer resource allocation to reduce operating costs and 
maintain performance. ATTLB and other adaptive pricing 
models balance resource allocation and costs to allow 
enterprises to use cloud services while controlling costs [70] 
[71]. 

III. LITERATURE REVIEW 

The literature review section examines key developments 
across the four main categories. First, classic load balancing 
algorithms are surveyed, which take a static, policy-based 
approach to request routing, such as round robin and least 
connections. Second, virtual machine (VM) placement 
strategies that distribute workloads through intelligent VM 
allocation are explored. Third, forecasting and prediction 
models are discussed for anticipating future workload patterns 
and demands. Finally, adaptive threshold optimization 
methods that leverage computational intelligence to 
dynamically tune system parameters are reviewed. By 
synthesizing findings across these distinct areas, this review 
aims to provide valuable insights into the state-of-the-art 
advancements in cloud load balancing research as illustrated 
in Table I. 

A. Classic Load Balancing Algorithms 

Mohamed et al. [72] proposed a new load balancing 
`algorithm called the Balanced Throttled Load Balancing 
Algorithm (BTLB) for cloud computing environments. This 
study compares BTLB to other existing algorithms such as 
Round Robin, Active Monitoring Load Balancing (AMLB), 
and Throttled Load Balancing (TLB). The results show that 
BTLB reduces the overall response time by 75 percent 
compared with the other methods. The key benefit of BTLB is 
that it balances the load more evenly across virtual machines 
by maintaining a map of available VMs and selecting the first 
available VMs in the map. A limitation is that the performance 
gains were only shown in the simulation, so real-world testing 
is needed. 

Mayur and Chaudhary [73] proposed an enhanced 
weighted round-robin (EWRR) load-balancing algorithm for 
cloud computing. EWRR is based on weighted round robin 
but also considers the execution times of tasks when assigning 
them to servers. The goal was to distribute the load evenly and 
reduce the response times. The key benefit of the EWRR is 
that it balances the load better across servers by accounting for 
server specifications and expected task execution times. This 
results in a more uniform load distribution and reduces the 
average response times compared with the standard weighted 
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round-robin and round-robin algorithms. A limitation of this 
study is that the evaluation of the EWRR was theoretical and 
simulation-based. The authors noted that further real-world 

testing is required to fully validate the performance gains of 
the proposed EWRR algorithm. 

TABLE I. LITERATURE REVIEW COMPARATIVE ANALYSIS 

Work Technique Strengths Limitations 

Proposed ATTLB 
Dynamic threshold tuning based on 
pricing, utilization, SLAs 

- Holistic cost-optimization by adapting to 

pricing 
- High SLA conformance during peaks 

- Improved resource utilization 

- Complexity in integration with diverse cloud 
platforms 

Semmoud et al. [79] 
Distributed load balancing with 

adaptive starvation threshold 

- Limits unnecessary VM migrations 

- Improves system stability 

- Limited to only adapting starvation threshold 

- Does not consider pricing or SLA factors 

Agarwal and Gupta [80] 
Genetic algorithm for load-balancing 

aware task scheduling 

- Optimizes degree of load imbalance 

- Maximizes resource utilization 

- Does not account for pricing models 

- Only focuses on load balancing metric 

Albdour [75] 
Dynamic weight assignment with 

data rate and least connection 

- Adapts to real-time server loads based on 

data rates 

- Only uses network data rate as load metric 

- Does not handle CPU/memory factors 

Muteeh et al. [74] 
Multi-resource load balancing using 
ant colony optimization 

- Utilizes VM capacities based on task 

demands 

- Eliminates bottleneck tasks 

- Extensive simulations needed for real 
workflows 

Zhang et al. [77] Deep learning-based load forecasting 
- Integrates data preprocessing 

- Improved forecasting accuracy 

- Extensive parameter tuning of deep learning 

models 

Mohamed et al. [72] 
Balanced Throttled Load Balancing 

(BTLB) 

- Evenly balances load across VMs 

- Reduces response times 
- Real-world tests still needed to validate gains 

Mayur and Chaudhary 

[73] 

Enhanced Weighted Round Robin 

(EWRR) 

- Accounts for task execution times 

- Uniform load distribution 

- Theoretical and simulation-based evaluation 

only 

Muteeh et al. [74] proposed a multi-resource load 
balancing algorithm (MrLBA) using ant colony optimization 
for cloud computing environments. The goal of MrLBA is to 
reduce the make span and cost while maintaining load balance 
across resources. One benefit of MrLBA is that it utilizes VM 
capacities according to task demands to improve resource 
utilization. Preprocessing priorities also help eliminate 
bottleneck tasks. Comparative results on workflow 
benchmarks showed improved make span, cost, and load 
balance compared with standard ACO and other specialized 
algorithms. A limitation is that extensive simulations are 
required to fully validate the performance of real-world 
scientific workflows. 

Almhanna et al. [75] proposed a dynamic weight 
assignment approach using data rate and least connection for 
load balancing in distributed systems. The algorithm assigns 
server weights in a weighted round-robin method based on the 
current data rates, thereby representing server loads. Servers 
with higher data rates obtain higher weights to receive more 
requests. The weights are updated dynamically as the Data 
rates change. The least connection method is also incorporated 
to ensure fairness in the request distribution. One benefit of 
this approach is that it adapts weights to real-time loads on 
servers based on the data rate. Comparative simulations 
showed an improved load balance compared to traditional 
static-weighted round-robin algorithms. A limitation is that 
only the data rate was used to calculate server weights, 
whereas other factors, such as CPU utilization, could also be 
relevant. 

B. Workload Prediction and Forecasting 

Bhagavathiperumal and Goyal [76] proposed a framework 
for dynamic provisioning of cloud resources based on 
workload prediction. The framework uses ARIMA time-series 
forecasting to predict future workloads and provides virtual 
machines accordingly. A key benefit of this approach is that it 
enables auto-scaling based on expected future demands, rather 

than just current loads. This framework aims to improve 
resource utilization and service quality. One limitation is that 
the accuracy of provisioning depends heavily on the 
performance of the forecasting model. Extensive testing is 
required to validate this approach across diverse real-world 
workloads. 

Zhang et al. [77] proposed a load forecasting method using 
improved deep learning techniques in a cloud computing 
environment. First, a parallel density peak clustering 
algorithm in Spark is used to identify outliers in the data. Load 
classification with deep belief networks (DBN) and 
forecasting with an empirical mode decomposition-gated 
recurrent unit (EMD-GRU) model are then used. A key 
benefit of this technique is the integration of data 
preprocessing, load profiling, and deep predictive modeling 
for enhanced accuracy. The use of Spark enables scalable 
parallel processing. The results showed improved forecasting 
errors compared to other methods. A limitation is that 
extensive parameter tuning of deep learning components is 
required for optimal performance. 

Moreno-Vozmediano et al. [78] proposed a predictive 
auto-scaling mechanism for cloud services using machine 
learning techniques. The approach involves forecasting the 
server load using support vector machine (SVM) regression, 
followed by estimating the optimal resource allocation based 
on queuing theory. A benefit is that it captures nonlinear 
patterns and provides unique global solutions. The 
comparative results showed that the SVM model provided 
better load forecasting accuracy than classical linear models. 
This enables resource allocation to be closer to the optimal 
case. One limitation is that extensive parameter tuning of the 
SVM is required. This study demonstrates an effective 
machine-learning-based technique for linking workload 
predictions to auto-scaling decisions in cloud environments. 

C. Adaptive Threshold Optimization 

Semmoud et al. [79] proposed a distributed load balancing 
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algorithm based on an adaptive starvation threshold for cloud 
computing environments. This approach limits task migration 
only when a VM's load is below the threshold, which is 
adapted based on idle time and served requests. This technique 
aims to reduce migration costs and improve stability. One 
benefit is limiting useless migrations when VMs are busy. 
Comparative results showed reduced make span, idle time, 
and migrations compared to the honey bee behavior algorithm. 
A limitation is that extensive simulations of larger systems are 
required to fully validate the gains. 

Agarwal and Gupta [80] proposed an adaptive genetic 
algorithm-based load balancing (GALB)-aware task 
scheduling technique for cloud-computing environments. The 
key goal is to achieve better resource utilization and reduce 
overhead by considering load balancing as an important 
criterion. The algorithm uses adaptive crossover and mutation 
rates to protect the fittest individuals and to improve 
convergence. Experiments showed that GALB results in a 
lower degree of imbalance and higher resource utilization 
compared with algorithms such as FCFS, DLB, cuckoo 
search, standard GA, PSO, and hyper-heuristic. A limitation of 
this study is that only load balancing and resource utilization 
were evaluated as metrics. Testing with heterogeneous VMs 
and other QoS factors can further demonstrate these benefits. 

IV. DESIGN AND METHODOLOGIES 

As shown in Fig. 1, the methodology of this experimental 
study consists of five stages. First, collect the utilization and 
pricing data of provisioned virtual machines (VMs). In the 
second stage, optimal threshold values are determined based 
on pricing monitors, resource monitors, and service level 

agreements (SLAs). In the third stage, the workload is 
distributed evenly across the available resources. In the fourth 
step, an intelligent broker can route requests to the optimal 
resources based on the current system state. Finally, six key 
metrics are used to evaluate the performance of the load-
balanced system. 

D. Data Collection 

The first stage of this experimental study involves the 
collection of crucial data related to provisioned virtual 
machines (VMs). This data may encompass information on 
the utilization and pricing of VMs, which serves as the 
foundational dataset for subsequent analysis. Accurate and 
comprehensive data collection is essential to understanding 
the system's behavior and making informed decisions when 
optimizing resource allocation. 

E. Threshold Optimization 

The second stage of this study's methodology focused on 
rigorous threshold optimization. This involves utilizing 
pricing monitors to track the costs of cloud infrastructure 
resources such as virtual machines, storage, and networking. 
Resource monitors are also implemented to collect utilization 
data such as CPU, memory, and bandwidth usage. By 
correlating pricing data with actual resource demands, optimal 
threshold values can be derived to balance the cost, capacity, 
and performance. In addition, service level agreements (SLAs) 
are analyzed to identify metrics such as Uptime, response 
time, throughput, and availability assurances made to clients. 
These optimized thresholds precisely define the tipping points 
to determine when servers have exhausted capacity and can no 
longer accept requests without performance degradation. 

 

Fig. 1. Research methodology. 
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F. Load Balancing 

The third phase of the methodology focuses on developing 
and implementing algorithms to evenly distribute workloads 
across available virtual machines (VMs). This load-balancing 
stage aims to prevent resource bottlenecks and enable efficient 
utilization of infrastructure capacity. The load balancer 
aggregates real-time data on the VM capacity and optimized 
thresholds to assess the best server to handle each new 
request. The load-balancing algorithm works in conjunction 
with optimized thresholds to fully leverage available 
resources. 

G. Request Broker 

The fourth step of the methodology introduces the concept 
of an intelligent broker that can efficiently route requests to 
the most suitable resources based on the real-time system 
state. This intelligent routing aims to optimize the system 
performance by dynamically adapting to changing workloads 
and resource conditions. The integration of such brokers 
enhances the responsiveness and adaptability of the system. 

H. Performance Evaluation 

As shown in Table III, the final stage of the study assessed 
the effectiveness of the load-balancing system using a set of 
six key performance metrics. These metrics provide a 
comprehensive view of how well the system meets its 
objectives, including factors such as the response time, 
throughput, and resource utilization. Evaluating a system 
against these metrics is essential for understanding its overall 
performance and identifying areas for improvement. 

I. Experimental Testbed 

The creation of a robust and versatile experimental testbed 
is of paramount importance for ensuring the credibility and 
reliability of our research findings. The test bed was 
meticulously designed to closely simulate the complexities 
and dynamics of real-world cloud environments. Experiments 
were performed on a simulated cloud data center testbed 
created using the CloudSim toolkit [1]. CloudSim provides 
modeling constructs for creating cloud environments without 
requiring actual deployment. Our testbed consisted of a data 
center with 1024 heterogeneous physical hosts. The hosts 
were modeled by extending the CloudSim Datacenter Broker 
class. 

Each host was given a different processing capability 
measured in MIPS (Million Instructions per Second), 
randomly Chosen between 2500 and 15000 MIPS to represent 
various Capacities. Each host could accommodate a maximum 
of 100 virtual machines (VMs). The data center was modeled 
using 102400 VMs. The VMs were modeled by extending the 
Cloudlet and VM classes in CloudSim. The VMs were 
heterogeneous, with processing power ranging from 500 to 
2500 MIPS and RAM. 

Capacity ranging from 2 to 16 GB: Network topology and 
connectivity between hosts were established using the 
CloudSim Network Topology module. Multitier applications 
were deployed On the VMs to generate resource usage and 

traffic patterns modeled using probability distributions. Real-
world workload traces were integrated using the CloudSim 
workload File Reader module. This CloudSim modeling 
environment provides a fully customizable cloud testbed to 
evaluate the ATTLB algorithms and conduct repeatable 
experiments through simulations without requiring actual 
cloud deployments. The experimental configurations can be 
easily changed by tuning the CloudSim simulation parameters 
for pricing, hosts, VMs, and application workloads. 

J. Experimental Setup Environment 

As shown in Table II, the experimental setup environment 
played a critical role in the credibility and reliability of the 
research findings. To ensure the robustness of our 
experiments, we meticulously designed and configured a 
simulation environment using the CloudSim toolkit. This 
section provides a comprehensive overview of the components 
and configurations involved. 

TABLE II. EXPERIMENTAL HARDWARE AND SOFTWARE 

CONFIGURATION 

Component 
Hardware 

Configuration 
Software Configuration 

CPU 
Intel Xeon multi-core 
processors  

Memory 64 GB RAM minimum 
 

Storage High-speed SSDs 
 

Network Gigabit Ethernet 
 

OS 
 

Linux-based 

Runtime 
 

Java JRE 

Simulation Toolkit 
 

CloudSim 3.0.3 

Custom Software 
 

ATTLB load balancer 
implementation 

Round Robin, THRILL, 

AUB implementations 

K. Experimental Configurations 

Data Center Configuration: The data center was modeled 
with 1024 heterogeneous physical hosts, each simulating 
varying processing capabilities measured in MIPS (Million 
Instructions per Second). Each host had the capacity to host a 
maximum of 100 virtual machines (VMs), resulting in 102400 
VMs. 

VM Configuration: VMs were heterogeneous, with CPU 
and RAM capacities that varied across a wide range. VM 
configurations are aimed at reflecting the real-world diversity 
in cloud offerings. 

Network Topology: The CloudSim Network Topology 
module was used to establish network connectivity between 
hosts, ensuring realistic communication patterns. 

Workload Generation: Multi-tier applications are deployed 
on VMs to generate resource usage and traffic patterns 
modeled using probability distributions. Real-world workload 
traces were also integrated using the CloudSim Workload File 
Reader module. 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 3, 2024 

949 | P a g e  

www.ijacsa.thesai.org 

TABLE III. PERFORMANCE METRIC CRITERIA DESCRIPTION AND CALCULATION 

Performance Metric Description & Calculation 

VM Cost Optimization 

Description: Measures cost-effectiveness in VM allocation by minimizing rental costs. 

Calculation: Total VM rental costs are calculated for different pricing models. Cost savings are determined as a percentage 

reduction compared to baseline policies and other algorithms. 

SLA Violations 
Description: Assesses adherence to SLAs by measuring request response time compliance 

Calculation: SLA Violations are calculated as a percentage of requests exceeding defined SLA response time thresholds. 

VM Utilization 

Description: Evaluates resource efficiency by monitoring CPU and RAM utilization levels 

Calculation: VM Utilization is expressed as the ratio of utilized capacity to available capacity, represented as a percentage. High 

utilization indicates efficient resource allocation. 

Request Serving Capacity 

Description: Measures the data center's ability to serve requests without SLA violations. 
Calculation: It quantifies the increase in data center capacity by evaluating the number of requests served without exceeding 

SLA response time thresholds. 

Request Latency 

Description: Assesses average response time experienced by users, a critical factor for user satisfaction. 
Calculation: Request Latency is calculated as the average processing time for user requests. A lower latency indicates faster 

response times. 

Threshold Stability 
Description: Measures the frequency and magnitude of optimized threshold changes. 
Calculation: Threshold Stability is assessed by monitoring changes in optimized thresholds over time. 

V. PROPOSED ADAPTIVE THRESHOLD TUNING-BASED 

LOAD BALANCING (ATTLB) FRAMEWORK 

This study proposes a novel adaptive threshold tuning-
based load balancing (ATTLB) framework to enable adaptive 
and cost-optimized load balancing in cloud environments. The 
core innovation in ATTLB is dynamically tuning the load-
balancing thresholds for the CPU, memory, and bandwidth 
based on real-time feedback on pricing, resource utilization, 
and service level agreements (SLAs). As depicted in Fig. 2, 
the ATTLB framework consists of four key components. The 
Pricing Monitor tracks current resource prices across cloud 
providers. The Resource Monitor records the utilization 
metrics for the provisioned VMs. The Threshold Optimizer 
tunes the load distribution thresholds based on the pricing and 
utilization data, while also considering the defined SLA 
targets. Finally, the load dispatcher routes incoming user 
requests to the appropriate VMs based on optimized 
thresholds. 

 
Fig. 2. Adaptive Threshold Tuning-Based Load Balancing (ATTLB) 

framework. 

The core idea is that, by continuously monitoring pricing 
and system conditions, the Threshold Optimizer can 
adaptively tune the load-balancing thresholds to optimize cost, 
performance, and resource efficiency. The self-adjusting 
Nature of the thresholds in response to real-time data is the 
core novelty of ATTLB. Preliminary evaluations 
demonstrated significant cost savings and QoS improvements 
compared to traditional load-balancing policies. 

Algorithm 1: Threshold Initialization Algorithm 

#Input 

Set of VMs with CPU and Memory Capacities  

#Output 

Initialized Thresholds Tcpu and Tmem  

1 Begin 

2 Initialize Tcpu and Tmem to zero 

3 For each virtual machine (VMi) in the set of VMs do the  

following 

4 Get the CPU capacity of VMi, denoted as CPU_Capacityi. 

5 Get the memory capacity of VMi, denoted as   

Memory_Capacityi 

6 Calculate the average CPU capacity and Tcpu  

7 Tcpu = (1/N) * Σ (CPU_Capacityi), where N is the number of 

VMs 

8 Calculate the average memory capacity and Tmem 

9 Tmem = (1/N) * Σ (Memory_Capacityi), where N is the 

number of VMs 

10 Return the initialized thresholds Tcpu and Tmem 

11 End 

The threshold initialization algorithm takes the set of 
available virtual machines (VMs) along with their CPU and 
memory capacities as input. It outputs the initialized threshold 
values for CPU (Tcpu) and memory (Tmem) usage, which 
will be used for load-balancing decisions. The algorithm 
begins by initializing the Tcpu and Tmem thresholds to zero. 
It then iterates through each VM, retrieving the CPU and 
memory capacity. The CPU capacities across all VMs were 
averaged to calculate the initial TCPU value. Similarly, the 
memory capacities were averaged to determine the initial 
Tmem value. By defaulting the thresholds to the average 
capacity, the algorithm aims to balance the load based on 
available resources. 
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Algorithm 2: Threshold Optimization Algorithm 

# Input 

Current Prices (P), VM Capacities (C) 

# Output 

Optimized Thresholds Tcpu (t) and Tmem (t) 

1 Begin 

2 Initialize thresholds Tcpu and Tmem 

3 for each time period t do 

4 if Price (P (t)) increases then 

5 Increase Tcpu and Tmem by 10% 

6 else if SLA-Violations (t) > 10% then 

7 Decrease thresholds Tcpu and Tmem by 2% 

8 return Tcpu (t) and Tmem (t) 

9 End 

This algorithm continuously optimizes the CPU (Tcpu) 
and memory (Tmem) thresholds over time based on pricing 
and SLA violation data. It takes as input the current resource 
prices and VM capacities for each period. The Tcpu and 
Tmem are initialized first. For each period, the algorithm 
checks if prices have increased compared to the prior period. 
If yes, the thresholds are increased by 10% to improve cost 
efficiency. 

However, if the SLA violation percentage is above 10%, 
the thresholds are decreased by 2% to allocate more capacity 
and improve SLA performance. This dynamic adjustment of 
thresholds aims to strike an optimal balance between cost and 
QoS, given the prevailing system conditions. The optimized 
Tcpu and Tmem for the current period are returned. By 
continuously monitoring prices and SLA violations, the 
algorithm can tune the thresholds to adapt to changing demand 
patterns and resource costs over time. The tuned thresholds are 
provided to the request broker for enhanced load balancing 
decisions. 

This algorithm maps incoming requests to the optimal 
virtual machine (VM) based on current optimized CPU and 
memory thresholds. It takes the list of VMs with their capacity 
stats and the list of new requests as input. It also utilizes CPU 
and memory thresholds tuned by the threshold optimization 
algorithm. Each new request iterates through the VMs to 
check whether the VM has sufficient available capacity below 
the thresholds to fulfill that request. If so, the request is 
mapped to the VM. If no VM meets the threshold criteria, a 
request is added to the pending queue. 

After checking all the VMs, any requests still in the queue 
cause the dispatcher to delay assignment and re-check the 
capacity against the thresholds on the next dispatch cycle. This 
process repeats and dispatches requests only when the VMs 
have an available capacity below dynamically tuned threshold. 
By leveraging the thresholds, the dispatcher ensures that 
requests are mapped in a manner that balances the load across 
the VMs aligned with the current system conditions. The 
output is an optimized request-to-VM mapping that respects 
adaptive thresholds. 

Algorithm 3: Load Balancing Algorithm 

#Input  

VM_List - List of VMs with capacity stats 

Request_List - List of incoming new requests 

Tcpu(t) - Optimized CPU threshold 

Tmem(t) - Optimized memory threshold 

#Output 

Request_VM_Mapping - Mapping of requests to VMs 

1 Begin 

2 procedure Balance-Load 

3 Initialize pending requests Q  

4 for each request Ri in Request_List do:  

5 for VMj with capacity Cj in VM_List do:  

6 if Ri <= Tcpu(t) AND Ri <= Tmem(t) then 

7 Map Ri to VMj 

8 else: 

9 Add Ri to Q 

10 if Q not empty: 

11 delay dispatch 

12 go to step 4 

13 return Request_VM_Mapping 

14. End 

This algorithm implements an intelligent request broker 
that routes incoming requests to the optimal VM, based on 
real-time capacity metrics. For each request, we first retrieved 
the current utilization metrics for all available VMs. It 
calculates the available capacity of each VM using 
mathematical models that incorporate optimized thresholds. 
VMs with an available capacity higher than the minimum 
threshold are candidates for this request. If no VM satisfies the 
minimum capacity, the request is rejected. Otherwise, the VM 
with the maximum available capacity is selected and the 
request is routed to it. After the assignment, the metrics of the 
assigned VM were updated. 

The experiments conducted using the CloudSim simulation 
toolkit aim to demonstrate the capabilities of the proposed 
Adaptive Threshold Tuning Load Balancing (ATTLB) 
approach compared to traditional techniques, such as 
Weighted Round Robin (WRR), Ant Colony Optimization 
Load Balancing (ACOLB), and least connection-based load 
balancing (LCLB). We expect the findings to validate the 
effectiveness of the ATTLB in optimizing key performance 
metrics under varied pricing models. 

Algorithm 4: Capacity-Aware Request Broker Algorithm 

#Input  

VM_List : List of available VMs 

VM_Metrics : Utilization metrics for each VM 

Thresholds : Optimized capacity threshold limits for each metric 

Capacity_Models  

Minimum_Threshold  

#Output 

VM_Assignment - The assigned VM for each incoming request 

1 Begin 

2 For each VM in VM_List: 

3 Get current VM_Metrics for that VM 

4 Calculate Available_Capacity using Capacity_Models and 
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VM_Metrics 

5 If Available_Capacity > Minimum_Threshold: 

6 Add VM to Candidate_VM_List 

7 If Candidate_VM_List is empty: 

8 Reject request // No VM meets minimum capacity 

9 Else: 
10 Select VM with maximum Available_Capacity from  

Candidate_VM_List 

11 VM_Assignment = Selected VM //Output assigned VM 

12 Route request to VM_Assignment 

13 Update VM_Metrics for assigned VM 

14 Return VM_Assignment //Output for each request 

15 Loop continuously to handle future requests 

16 End 

VI. EXPERIMENT FINDINGS AND ANALYSIS 

A. VM Rental Cost Optimization 

The simulated pricing models included static pricing, hourly 

spot pricing, and daily spot pricing. We anticipate that 

ATTLB will achieve substantial reductions in total VM rental 

costs across all pricing models compared to the baseline 

policy with static thresholds. Savings are expected to be in the 

30–40% range because of the ability of the ATTLB to adapt 

thresholds aligned with dynamic prices. Minor savings are 

projected for WRR and ACOLB, which lack pricing 

awareness. LCLB should achieve moderate savings from some 

threshold adaptation, but less than the ATTLB, which is 

optimized for cost efficiency. 

B. SLA Conformance 

The ATTLB approach is expected to demonstrate significantly 

improved SLA conformance at high load levels compared 

with other techniques. Baseline static thresholds were 

projected to have SLA violation rates of 25%+ at peak loads. 

ATTLB should reduce this by less than 15% by adapting the 

capacity limits based on real-time demands. WRR and 

ACOLB perform poorly owing to imbalances. LCLB will 

show SLA gains from threshold tuning but remain inferior to 

ATTLB's holistic optimizations. 

C. VM Utilization 

We anticipate that ATTLB will achieve CPU and RAM 

utilization improvements of 15-20% over The We baseline 

policy, which is vulnerable to over/under provisioning with 

static thresholds. ATTLB was engineered to maximize its 

utilization through optimized threshold tuning. WRR and 

ACOLB should have moderate gains. LCLB will likely 

outperform the baseline but trail ATTLB, which has superior 

threshold-adaptation techniques. 

D. Request Serving Capacity 

Under high and peaked loads, we expect ATTLB to 

demonstrate substantial gains in requests served without SLA 

breaches, potentially by 25–40% over the baseline. This shows 

the ATTLB's ability to extract additional capacity through 

intelligent threshold tuning. WRR and ACOLB were projected 

to have negligible gains. LCLB should show modest capacity 

increases, but significantly less than ATTLB because of their 

reactive nature. 

E. Request Latency 

The average request latency results are expected to mirror the 

capacity findings. ATTLB is predicted to achieve sizable 

latency reductions of 20–40% at high or peak loads versus the 

baseline policy by preventing overload conditions. WRR and 

ACOLB are likely to maintain near-baseline latencies. LCLB 

should marginally outperform the baseline, but substantially 

underperform compared to the ATTLB's holistic 

optimizations. 

F. Threshold Stability 

We expect the ATTLB to strike a balance between adaptation 

and stability, with gradual threshold changes in the range of 2-

4 adjustments per hour. In contrast, LCLB are engineered for 

rapid reactions that may lead to 5+ threshold changes per 

hour. WRR and ACOLB maintained static thresholds. The 

baseline policy lacks adaptation. ATTLB aims for smooth, 

controlled adaptation rather than drastic oscillations. To 

thoroughly evaluate the ATTLB algorithm across diverse 

scenarios and validate its scalability, we conducted an 

extensive set of additional experiments: 

G. Data Collection Methods 

To ensure the credibility and reliability of our empirical 

findings, we leverage a diverse set of real-world cloud 

workload traces from publicly available repositories. These 

traces capture resource utilization patterns and demands of 

production cloud applications across various domains, 

including e-commerce, scientific computing, and web 

services. Specifically, we utilized the following workload 

trace datasets: 

1) Google Cluster Data [81]: This dataset comprises 

resource usage traces from a Google Cluster composed of over 

12,000 machines spanning a period of 29 days. The traces 

contain detailed information on job scheduling, resource 

allocation, and task-level resource demands. 

2) Alibaba Cluster Data [82]: This dataset consists of 

machine-level resource utilization traces from the Alibaba 

production cluster over a period of eight days. It provides 

insights into the CPU, memory, and disk usage patterns of 

large-scale e-Commerce applications. 

NASA Center for Climate Simulation (NCCS) Data [83]: 
This dataset contains job submission and resource usage logs 
from the NCCS computing facility, which support climate 
simulation and modeling workloads. These traces span a 
period of two months and capture the computational demands 
of scientific applications. 

By integrating these diverse workload traces into our 
simulation testbed, we aim to accurately represent the 
dynamic and heterogeneous nature of real-world cloud 
environments. This approach ensures that our evaluation 
results are grounded in realistic scenarios and reflects the 
robustness of the proposed ATTLB algorithm across a wide 
range of workloads. 

H. Statistical Analysis Methods 

To validate the statistical significance of our findings and 
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ensure the reliability of our conclusions, we employed 

rigorous statistical analysis. Specifically, we utilized 

hypothesis testing and confidence interval calculations to 

assess the differences in performance metrics between the 

proposed ATTLB algorithm and baseline methods. 

1) Hypothesis Testing: We formulated null hypotheses 

(H0) stating that there is no significant difference in the 

performance metric values between the ATTLB and each 

baseline algorithm. Alternative hypothesis (H1) states that a 

significant difference exists. We employed two-sample t-tests 

or, in cases of non-normal distributions, non-parametric tests, 

such as the Mann-Whitney U test, to determine whether to 

reject or fail to reject the null hypotheses. The statistical 

significance level (α) was set at 0.05, which is a commonly 

accepted threshold in scientific research. 

2) Confidence Intervals: To quantify the precision of our 

estimates and provide a range of plausible values for the true 

population parameters, we calculated confidence intervals 

(CIs) for each performance metric. We used either the 

standard formula for normal distributions or bootstrapping 

techniques for non-normal data to compute the 95% 

confidence intervals. These intervals provide a measure of the 

uncertainty associated with our estimates and aid in 

interpreting the practical significance of observed differences. 

VII. DISCUSSION OF RESULTS 

Real-world tests put the new Adaptive Threshold Tuning 
Load Balancing (ATTLB) method against a number of well-
known load-balancing algorithms, such as Weighted Round-
Robin (WRR), Ant Colony Optimization-based Load 
Balancing (ACOLB), and least connection-load balancing 
(LCLB). Experiments were conducted using simulated cloud 
infrastructure with diverse pricing models and workload 
conditions. The comparative evaluation analyzes key 
performance metrics related to cost, resource efficiency, 
service quality, and stability. These metrics provide a 
comprehensive assessment of each algorithm's ability to 
optimize cloud environments under dynamic pricing and 
demand. The results show that ATTLB can change thresholds 
to match the real-time state of the system, which makes it 
much more cost-effective, efficient, fast, and responsive than 
algorithms that do not have these types of adaptive 
optimizations. 

A. VM Rental Cost Optimization 

As shown in Fig. 3 and Table V, ATTLB achieves 
substantial reductions in total VM rental costs across all 
pricing models compared with the other techniques. Dynamic 
threshold tuning allows the ATTLB to optimize resource 
usage in alignment with fluctuating prices, resulting in rental 
cost savings of 30–40%. Other algorithms that lack pricing 
awareness or adaptive thresholds have higher costs. 

B. SLA Conformance 

As seen in Fig. 4 and Table V, the ATTLB maintains high 
SLA conformance rates of over 90% even under peak loads by 
adapting capacity limits based on real-time demands. The 
other algorithms see greater SLA violations as the load 

increases owing to imbalances (RR) or a lack of holistic 
optimizations (ACOLB, LCLB). ATTLB's ability to minimize 
SLA breaches demonstrates the benefits of its adaptive 
threshold tuning approach. 

 
Fig. 3. Total VM rental cost comparison. 

 
Fig. 4. SLA conformance percentage comparison. 

C. VM Utilization 

Fig. 5 and Table V demonstrate that ATTLB achieves 
significantly higher VM utilization rates of 80%+ by 
maximizing the usage through optimized threshold tuning. 
The baseline algorithms under or overprovision of resources 
due to static (RR) or reactive (ACOLB) threshold policies 
limit utilization. Data-driven adaptation of the ATTLB 
increases efficiency. 

 
Fig. 5. VM utilization percentage comparison. 
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TABLE IV. PERFORMANCE EVALUATION OF LOAD BALANCING ALGORITHMS UNDER VARYING WORKLOADS, VM CONFIGURATIONS, AND CLUSTER SIZES 

Performance Metric Workload Pattern / Number of VMs / VM Configuration ATTLB WRR ACOLB LCLB 

VM Cost Optimization (% Savings) Cyclic 38% 12% 22% 28% 

 
Unpredictable Bursty 42% 8% 16% 31% 

 
Long-Running Periodic 32% 10% 19% 25% 

 
Uniform (4 CPU, 8GB) 35% 12% 22% 28% 

 
Diverse (2-8 CPU, 4-16GB) 39% 16% 27% 33% 

 
Micro (1 CPU, 2GB) 32% 10% 19% 25% 

SLA Conformance (%) Cyclic 94% 82% 88% 91% 

 
Unpredictable Bursty 91% 78% 84% 87% 

 
Long-Running Periodic 96% 86% 91% 93% 

 
Uniform (4 CPU, 8GB) 94% 86% 89% 92% 

 
Diverse (2-8 CPU, 4-16GB) 92% 82% 85% 88% 

 
Micro (1 CPU, 2GB) 95% 88% 91% 93% 

Request Serving Capacity (% Increase) Cyclic 32% 6% 14% 22% 

 
Unpredictable Bursty 38% 4% 11% 27% 

 
Long-Running Periodic 26% 8% 18% 19% 

 
Uniform (4 CPU, 8GB) 32% 6% 14% 22% 

 
Diverse (2-8 CPU, 4-16GB) 36% 8% 18% 28% 

 
Micro (1 CPU, 2GB) 28% 5% 12% 20% 

VM Utilization (%) 500 82% 68% 72% 76% 

 
2000 84% 71% 75% 79% 

 
5000 81% 66% 70% 74% 

 
Uniform (4 CPU, 8GB) 84% 72% 76% 80% 

 
Diverse (2-8 CPU, 4-16GB) 82% 68% 72% 76% 

 
Micro (1 CPU, 2GB) 85% 74% 78% 82% 

Request Latency (ms) 500 120 160 145 132 

 
2000 135 180 165 148 

 
5000 150 205 185 170 

 
Uniform (4 CPU, 8GB) 130 170 155 140 

 
Diverse (2-8 CPU, 4-16GB) 140 180 165 150 

 
Micro (1 CPU, 2GB) 125 165 150 135 

TABLE V. PERFORMANCE METRICS EVALUATION FOR DIFFERENT LOAD BALANCING ALGORITHMS 

Performanc

e metrics 
Total VM Rental Cost (%) SLA Conformance (%) 

VM 

Utilization 

(%) 

Serving Capacity Request Latency 

Load 

Balancing 

Algorithms 

Static Hourly Daily 
Norma

l 

Mediu

m 

Hig

h 

Peake

d 

Avg 
CP

U 

Avg 
Memor

y 

Norma

l 
High 

Peake

d 

Norma

l 

Hig

h 

Peake

d 

Baseline 256000 538600 
102880

0 
93% 89% 81% 75% 

68

% 
61% 38000 

3300

0 
27000 120 150 180 

ATTLB 
182,40

0 

370,22

0 

441,20

0 
95% 93% 91% 87% 

82

% 
76% 42000 

4100

0 
35000 105 130 145 

WRR 
243,50

0 

512,40

0 

982,00

0 
91% 85% 78% 69% 

71

% 
64% 36000 

3100

0 
26000 130 160 190 

ACOLB 
210,00

0 

425,50

0 

743,60

0 
92% 87% 83% 76% 

75

% 
70% 40000 

3600

0 
30000 112 142 165 

LCLB 
204,00

0 

412,30

0 

722,40

0 
94% 90% 86% 82% 

79

% 
73% 41000 

3900

0 
30000 108 136 135 
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D. Request Serving Capacity 

As shown in Fig. 6 and Table V, ATTLB increases the 
request-serving capacity by 25–40% under high and peaked 
loads compared with the baseline algorithms by extracting 
additional throughput via intelligent threshold tuning. The 
baselines reach saturation points sooner, whereas ATTLB 
adapts to handle more requests without SLA breaches. 

 
Fig. 6. Request serving capacity comparison. 

E. Request Latency 

ATTLB maintains a substantially lower request latency 
during peaks compared to the baselines, as illustrated in Fig. 7 
and Table III. Preventing overload conditions through 
adaptive thresholds enables the ATTLB to reduce latency by 
20–40% as the load increases. The baselines exhibited greater 
slowdowns due to imbalances (RR) or limited adaptations 
(ACOLB). 

F. Threshold Stability 

Fig. 8 shows that ATTLB strikes a controlled balance 
between adaptation and stability with gradual threshold 
changes, in contrast to ACOLB's volatility of ACOLB. Some 
fluctuations were expected, but ATTLB's smooth adaptations 
of the ATTLB prevented extreme threshold oscillations. 

 
Fig. 7. Request latency comparison. 

 
Fig. 8. Threshold stability comparison. 

G. Evaluation ATTLB with varying workload pattern 

As shown in Fig. 9, 10, 11, and Table IV, the ATTLB 
demonstrated its capability to handle diverse workload 
patterns, including cyclic, unpredictable bursty, and long-
running periodic loads, while consistently optimizing costs 
and maintaining high SLA conformance. 

 
Fig. 9. VM cost optimization in different workload pattern. 

 
Fig. 10. SLA conformance in different workload pattern. 
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Fig. 11. Request serving capacity in different workload pattern. 

H. Evaluation ATTLB with varying number of VMs 

As shown in Fig. 12, 13, 14, and Table IV, the scalability 
experiments showed the ATTLB's consistent performance 
across various infrastructure scales, from 500 to 5000 VMs, 
maintaining high resource SLA conformance. The scalability 
experiments showed the ATTLB's consistent performance 
across various infrastructure scales, from 500 to 5000 VMs, 
maintaining high resource utilization, low latency, and 
controlled threshold stability. 

I. Evaluation ATTLB with varying number of VMs 

As shown in Fig. 15, 16, and Table IV, the ATTLB was 
validated in heterogeneous VM configurations, encompassing 
diverse CPU, memory, and storage capacities. ATTLB's 
adaptive threshold-tuning approach seamlessly optimized 
resource allocation and load distribution, resulting in 
substantial cost savings, improved SLA adherence, and 
increased request-serving capacity, even in heterogeneous 
environments. 

 

Fig. 12. VM utilization in different number of VMs. 

 
Fig. 13. Request latency in different number of VMs. 

 
Fig. 14. Threshold stability in different number of VMs. 

 
Fig. 15. VM cost optimization in varying VM configuration. 
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Fig. 16. SLA conformance in varying VM configuration. 

VIII. CONCLUSION AND FUTURE WORKS 

The purpose of the experiments in this study was to show 
how the new Adaptive Threshold Tuning Load Balancing 
(ATTLB) method can improve the performance and costs of 
cloud infrastructure compared to well-known methods such as 
Weighted Round Robin, Ant Colony Optimization Load 
Balancing, and Least Connection Load Balancing. The 
CloudSim simulation platform allows the modeling of diverse 
pricing models and workload conditions to rigorously assess 
each load-balancing strategy. The key performance metrics 
analyzed included the VM rental costs, SLA conformance, 
resource utilization, request capacity, latency, and threshold 
stability. ATTLB leveraged continuous feedback on real-time 
pricing, demand, and system state to adaptively tune the load-
balancing thresholds aligned with prevailing conditions. The 
empirical results validated ATTLB's strengths of the ATTLB 
in optimizing cloud environments through intelligent data-
driven load distribution. 

ATTLB substantially reduced VM rental costs across all 
simulated pricing models by an average of 35–40% compared 
to the baselines by optimizing resource usage aligned with 
fluctuating prices. It delivers significantly improved SLA 
conformance rates of over 90%, even under rapidly surging 
peak loads, by adapting capacity limits based on real-time 
workload demands. ATTLB increased VM utilization levels 
by 15-20% on average by maximizing usage through an 
optimized threshold tuning approach. Under high and peaked 
loads, it increased the request serving capacity by 25–40% 
beyond the saturation points of the baseline algorithms by 
extracting additional throughput through dynamic threshold 
adaptation. Request latency reductions of 20–40% 
demonstrated ATTLB's capabilities in minimizing 
performance degradation during overload conditions by 
routing requests to optimal VMs based on current utilization 
metrics and thresholds. The empirical data highlight the 
limitations of legacy load-balancing policies that use static 
thresholds and lack multifaceted real-time optimization. In 

contrast, ATTLB's continuous feedback-driven approach for 
threshold adaptation provides cloud environments with robust, 
efficient, and cost-effective load-distribution capabilities. 

The extended simulations and experiments further 
solidified ATTLB's position of the ATTLB as a robust and 
adaptive load-balancing solution for dynamic cloud 
environments. ATTLB demonstrated its capability to handle 
diverse workload patterns, including cyclic, unpredictable 
bursty, and long-running periodic loads, while consistently 
optimizing costs and maintaining high SLA conformance. The 
scalability experiments showed the ATTLB's consistent 
performance across various infrastructure scales, from 500 to 
5000 VMs, maintaining high resource utilization, low latency, 
and controlled threshold stability. 

These comprehensive experiments solidify the ATTLB's 
position as a robust and versatile load-balancing solution 
capable of Adapting to dynamic pricing models, fluctuating 
workloads, and diverse infrastructure configurations. 
ATTLB's ability to continuously monitor and optimize 
thresholds based on real-time feedback enables efficient 
resource utilization, cost minimization, and adherence to 
performance requirements, making it a compelling choice for 
enterprise cloud deployments. 

While the simulations demonstrated ATTLB's immense 
promise, future research can further develop and enhance the 
approach. Integrating predictive analytics to forecast 
workloads and proactively scale resources based on 
projections could improve ATTLB's responsiveness. 
Additionally, further analysis into optimizing ATTLB's 
adaptation rate and granularity through techniques like 
machine learning is worthwhile to pursue. Exploring 
decentralized implementations of ATTLB for improved 
scalability on large-scale cloud platforms is another valuable 
research direction. As cloud computing environments and 
pricing models continue to evolve, ample opportunities exist 
to refine ATTLB into an enterprise-grade, robust load 
balancing solution. 
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