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Abstract—Engagement is the state of alertness that a person 

experiences and the deliberate focus of their attention on a 

task-relevant stimulus. It positively correlates with many aspects 

such as learning, social support, and acceptance. Facial emotion 

recognition using artificial intelligence can be beneficial to auto-

matically measure individual engagement especially when using 

automated learning and playing modalities such as using Robots. 

In this study, we proposed an automatic engagement detection 

model through facial emotional recognition, particularly in de-

termining autistic children’s engagement. The methodology em-

ployed a transfer learning approach at the dataset level, utilizing 

facial image datasets from typically developing (TD) children and 

children with ASD. The classification task was performed using 

convolutional neural network (CNN) methods. Comparative 

analysis revealed that the CNN method demonstrated superior 

accuracy compared to random forest (RF), support vector ma-

chine (SVM), and decision tree algorithms in both the TD and 

ASD datasets. The findings highlight the potential of CNN-based 

facial emotion recognition for accurately assessing engagement in 

children with ASD, with implications for enhancing learning, 

social support, and acceptance in this population. This research 

contributes to the field of engagement measurement in autism and 

underscores the importance of leveraging AI techniques for im-

proving understanding and support for children with ASD. 

Keywords—Engagement detection; facial emotion recognition; 

autistic children; convolutional neural networks 

I. INTRODUCTION 

A person's level of engagement in social activities is indic-
ative of his or her socio emotional and cognitive well-being. It 
is usually possible to assess a person's engagement state by 
observing their behavior and physiological cues, such as the 
focus of their gaze, their smile, and their vocalizations [1]. 

Measuring engagement helps identify how to improve en-
gagement in different settings, especially when targeting a 
particular health condition. There is an active field of research 
looking at measuring both engagement and attention. Measur-
ing engagement is a particularly active subject of research, and 
advances in sensor technology and computer vision techniques 
have created a shift away from manual measurement to more 
automated approaches [2, 3]. Authors in study [3] aimed to 
detect emotions displayed by people viewing video commer-
cials to understand how people respond to the media content. 
The researchers built a model using convolutional neural net-
work (CNN) to measure the viewer’s attention based on how 
the position of the head changed subtly over time. 

 Autism spectrum disorder (ASD) is a neurological and 
developmental disorder that typically begins in early childhood 
[4]. The recent increase in the utilization of assistive therapies 
during therapy sessions with autistic children has been driven, 
in part, by the societal demand for new technologies that can 
facilitate and enhance existing therapies for the growing 
number of children with ASD. One such assistive approach is 
robot-assisted autism therapy (RAAT), which is an emerging 
field. Although there are currently only a limited number of 
studies investigating the efficacy of RAAT, research has indi-
cated that incorporating RAAT in treatment sessions can ef-
fectively motivate children with ASD to engage in activities. In 
line with this, one potential application of engagement meas-
urement is its ability to significantly improve the learning ex-
perience with interactive robots. By accurately assessing and 
responding to a user's level of engagement, robots can adapt 
their interactions and instructional strategies accordingly, re-
sulting in more personalized and effective learning outcomes 
[5]. 

An effort was made to estimate the visual attention of 
children with autism and other cognitive disabilities during 
robot-assisted autism therapy sessions by building a training 
engagement classifier. This study achieved 93% using a 
K-nearest neighbors (K-NN) classifier [6]. Moreover, in a 
study of 46 children, of whom 20 were diagnosed with autism, 
a face-based recognition model was used using CNN classifi-
cation with an 89% accuracy result [2]. 

There are different automated approaches to measuring 
engagement, such as using face detection and neural networks. 
Previous studies used different parameters such as signal data 
from the brain, eye-tracking, galvanic skin conductance, 
face-tracking, blood flow, and heart rate to create their system. 
However, among these methods, face-tracking is the most 
promising approach because it is ubiquitous, cost-effective, and 
provides accurate results [6]. Moreover, face detection and 
localization through finding facial landmarks are widely used 
for determining visual attention from video cameras. Facial 
features can be used to estimate the head pose, eye gaze, and 
emotions, all of which are reliable indicators of engagement 
[7]. 

In this study, we used two datasets, one specifically col-
lected from typically developing (TD) children and the other 
from children with Autism Spectrum Disorder (ASD). The 
motivation behind using these two distinct datasets was to 
account for the unique characteristics and expressions exhib-
ited by children with ASD. By utilizing transfer learning at the 
dataset level, we aimed to leverage the knowledge learned from 
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the TD dataset to enhance the performance of engagement 
detection in the ASD dataset. 

To measure the engagement state of children with ASD, we 
applied neural network-based deep learning in face detection 
and recognition. The selection of deep neural networks, spe-
cifically CNN, for measuring engagement in children with 
ASD is justified by its exceptional performance in image clas-
sification tasks. CNN demonstrates a high level of proficiency 
in extracting relevant features from complex visual data, 
making it highly suitable for capturing subtle facial cues related 
to engagement. Additionally, its robustness to noise and vari-
ability enhances its effectiveness in real-world scenarios. By 
exploring the application of CNN in measuring engagement, 
our objective is to leverage its feature extraction capabilities 
and capitalize on its resilience to variability, thereby advancing 
our understanding of engagement dynamics in children with 
ASD [8]. 

The remainder of this paper is arranged as follows: Section 
II introduces the main concepts of this study with background 
details. Section III presents the literature review presenting 
different machine learning models. Section IV presents an 
overview of datasets and the emotion model involved in the 
system design approach; Section V describes the proposed 
system starting with engagement model and ground-truth def-
inition, Then, the implementation of the system which involves 
three main steps, namely pre-processing, feature extraction and 
classification; Section VI presents the evaluation results. Sec-
tion VII discusses the results, and finally Section VIII presents 
the conclusion. 

II. BACKGROUND 

A. Autism Spectrum Disorder 

Autism is a neurological and developmental disorder that 
begins early in childhood. Children with ASD face challenges 
in social interaction, communication skills, language devel-
opment, and behavioral problems. They face many challenges 
in their lives, including persistent challenges in social com-
munication, education, and many life skills [9]. 

Deficits in engagement\attention are one characteristic of 
ASD. Autistic children have difficulty with engagement, and it 
is challenging for them to pay attention to both an object and a 
person while interacting. At the same time, participation and 
engagement in a diverse range of social, play, educational, and 
therapeutic activities are essential for acquiring knowledge that 
is necessary for cognitive and social development [2]. 

B. Facial Emotion Recognition 

Facial Emotion Recognition (FER) technology facilitates 
the recognition and interpretation of human emotions and af-
fective states. It can analyze facial expressions from both static 
images and videos to reveal information on one’s emotional 
state [10, 11]. 

Emotion detection is based on the analysis of facial land

mark positions (e.g. end of the nose, eyebrows). the basic steps 
of FER technology include (i) face detection, (ii) facial ex-
pression detection, and (iii) expression classification to an 
emotional state. FER has many applications including, but not 
limited to, human-computer interaction, human behavior un-
derstanding, computer vision, and gaming [10,11]. 

Facial symmetry refers to a complete alignment of the size, 
location, shape, and arrangement of each facial component 
about the sagittal plane whereas asymmetry refers to the bilat-
eral difference between such components [12]. 

Previous studies in this field have revealed some facts about 
the connection between face symmetry and face recognition, 
including; symmetrical faces are judged as more emotion ex-
pressed than asymmetrical faces; the left face displays emo-
tions more intensely than the right face; EFRs’ decoding is 
modulated by complex interplays between the emotion and face 
asymmetry [13–15]. 

C. Neural Network-based Deep Learning 

The brain is usually represented by neural networks, in 
which neurons connect to form a network. In computer science, 
an artificial neural network (ANN) is often called a neural 
network (NN), or a multi-layered perceptron (MLP), which is 
the most useful type of neural network. 

ANNs are one of the best programming paradigms as they 
reflect the behaviour of the human brain, allowing computer 
programs to recognize patterns and resolve common problems. 
In contrast to conventional programming, in which a complex 
problem is broken down into a series of small, precisely defined 
tasks, ANNs do not require instructions to solve a particular 
problem; rather, they are instructed to use observational data to 
formulate a solution [16]. 

Deep learning is one of the machine learning methods that 
is based on ANN and uses larger numbers of hidden layers. 
NNs with more than two hidden layers are sometimes referred 
to as Deep Neural Networks (DNNs) [17]. 

Deep learning architectures are classified into two different 
learning algorithms, namely supervised and unsupervised 
learning. In supervised learning, the DNN is trained with the 
input of training data, all of which has a known label. Unsu-
pervised learning is prepared by inferring the structures present 
in the unlabeled input data by a mathematical process [18]. 

A convolutional neural network (CNN) is a multi-layered 
neural network that draws biological inspiration from the visual 
cortex in animals [19]. CNN architecture is especially valuable 
in image processing applications, providing good results across 
many studies [20], and this is the architecture deployed in this 
study. 

Fig. 1 shows CNN architecture relies on multiple layers that 
implement feature extraction and classification. The input data 
is broken down into receptive fields that feed into a convolu-
tional layer and then extract the input data. 
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Fig. 1. Convolutional Neural Networks (CNN). 

D. Transfer Learning 

Transfer learning (TL) is a machine learning (ML) tech-
nique that focuses on applying knowledge gained while solving 
one task to a related task. By reusing and transferring previ-
ously learned information to new tasks, TL has demonstrated 
that it is possible to significantly improve learning efficiency 
[21]. 

There are several advantages of TL, the most important of 
which are reduced training time, improved neural network 
performance, and the absence of a large amount of data. For 
example, when training a neural model, a substantial amount of 
data is required, but access to that data is not always available. 
With TL, the model can be trained on an available labeled 
dataset, and then be applied to a similar task that may involve 
unlabeled data [22]. 

III. RELATED WORK 

Engagement detection-based facial recognition technology 
has gained significant attention in recent years. Different ma-
chine learning techniques have been used for this purpose, 
including neural networks. 

Trabelsi et al. in [23] proposed an automatic engagement 
detection system for classrooms using deep learning algo-
rithms. A machine learning approach is employed to train be-
havior recognition models, including facial expression identi-
fication, to determine students' attention/non-attention in the 
classroom. They used AffectNet dataset. Various versions of 
the YOLOv5 model are evaluated for performance, showing 
promising results with an average accuracy of 76%. 

Gupta et al. in [24] aimed to enhance the online learning 
environment by proposing a deep learning-based approach that 
utilizes facial emotions to detect real-time engagement of 
online learners. Facial expressions are analyzed to classify 
emotions and calculate the engagement index (EI), predicting 
"Engaged" and "Disengaged" states. Various deep learning 
models, including Inception-V3, VGG19, and ResNet-50, are 
evaluated and compared for the best predictive classification 
model. Benchmark datasets such as FER-2013, CK+, and 
RAF-DB are used for performance evaluation. Experimental 
results demonstrate that ResNet-50 achieves the highest accu-
racy of 92.3% for facial emotion classification in real-time 
learning scenarios, outperforming the other models. 

Banire et al. in [25] proposed attention recognition for 
children with ASD using a face-based model. Two methods are 
proposed: geometric feature transformation with an SVM 

classifier and transformation of time-domain spatial features to 
2D spatial images using a CNN approach. The study involves 
46 children (ASD n=20, typically developing children n=26) 
and examines participant and task differences. Results indicate 
that the geometric feature transformation with an SVM classi-
fier outperforms the CNN approach. They reported that en-
gagement detection is more generalizable for typically devel-
oping children and low-attention tasks. 

Rathod et al. in [26] proposed a kids' facial emotion 
recognition system based on using deep-learning models. The 
aim was to improve interactive solutions in online platforms, 
particularly in the context of online education for children. 
They used LIRIS Children Spontaneous Facial Expression 
Video Database. The authors achieved the highest accuracy of 
89.31%. 

Overall, these studies demonstrate the effectiveness of us-
ing neural networks for engagement detection-based facial 
recognition. The use of deep learning techniques has enabled 
the extraction of high-level features from facial images and 
modeling of the temporal dynamics of facial expressions. 

Furthermore, the integration of multimodal signals has 
shown to improve the accuracy of engagement detection. 
However, further research is needed to develop more robust 
and accurate engagement detection-based facial recognition 
systems that can be applied in real-world scenarios. 

IV. MATERIALS AND METHODS 

The following sub-sections present an overview of datasets 
and the emotion model involved in the system design approach. 

A. Dataset 

One of the challenges we ran into in this study was the lack 
of an open-access dataset of images of children with ASD, yet a 
benchmark dataset is necessary and important for researchers in 
machine learning-based image classification models [27]. 

Therefore, we found that transfer learning methods have 
been successfully applied in different domains where there is a 
lack of large datasets [21]. 

Moreover, it could be used to provide high-performance 
learners trained with more easily obtained data from different 
domains [22]. Therefore, in our study, we applied the transfer 
learning approach at the dataset level by using two different 
datasets to achieve good recognition results. 

Our training dataset was for typically developing (TD) 
children, and the target dataset was images of autistic children. 
Our hypothesis assumes that knowledge gained while learning 
to recognize engagement in TD children could be applied when 
trying to recognize engagement in autistic children. 

We initially implemented and trained our model denoted as 
TD_CNN on TD children. Next, the model was used to be 
trained on children with ASD and we named the resulting 
model ASD_CNN. Then, we compared and discussed the re-
sults of our implementation. 

1) (LIRIS-CSE) dataset: This is a novel database of 189 

video recordings for 12 TD children and is known as 

Children's Spontaneous Facial Expressions (LIRIS-CSE) [28]. 
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It contains eight basic spontaneous facial expressions shown 

by 12 ethnically diverse children between the ages of 6 and 

12 years, with a mean age of 7.3 years. 

This unique database contains spontaneous/natural facial 
expressions of children in diverse settings with diverse re-
cording scenarios showing eight universal or prototypical 
emotional expressions, namely happiness, sadness, anger, sur-
prise, disgust, natural, fear, and confusion. 

This dataset has been cited by 32 papers. For example, in 
this article [11] the author proposed a framework for automatic 
expression recognition based on CNN architecture and 
achieved an average classification accuracy of 75%. We ex-
tracted metadata from the video recordings and created our data 
frame as shown in Table I below. 

TABLE I. DATASET (TD) DESCRIPTION 

Id Unique number for each row 

Image name Unique number for each image 

Session number The session number for each video recording 

Iteration The trial number in each session 

Emotion 
Label for one of the emotions (happiness, sadness, 
anger, surprise, disgust, natural, fear, and confusion) 

Landmarks file 
The name of the file that contains the extracted facial 
landmarks 

2) Autistic children dataset: To create our second model, 

we used the autistic children dataset from the Kaggle 

repository [29], many versions of which are available online. 

The dataset includes images of ASD children aged 2 to 14 

years, most of whom are two to eight years old. This dataset 

was used in recent studies, such as [27] [30]. 

For example, in [30], a deep learning model was built, using 
this dataset, that was designed to distinguish between healthy 
children and those potentially showing signs of autism, and it 
produced results with 94.6% accuracy. 

The dataset contains 1,333 images of children with ASD 
categorized into five emotions, namely happy, angry, sad, 
fearful, and normal. Each image in the dataset presents the face 
of an ASD child experiencing one of the above types of emo-
tion. We extracted the metadata and created the data frame as 
shown in Table II. 

TABLE II. DATASET (ASD) DESCRIPTION 

Id Unique number for each row 

Image name Unique number for each image 

Emotion 
Label for one of the emotions (happy, angry, sad, 

fearful, and normal) 

Landmarks file 
The name of the file that contains the extracted facial 

landmarks 

B. Emotion Model 

We designed and developed an engagement detection sys-
tem based on the most used emotion model, as presented in Fig. 
2. Russell and Pratt (1980) suggested that all affective states 
originate from two fundamental neurophysiological systems, 

embedded in a circumplex with two orthogonal dimensions, 
valence, and arousal [31]. 

One study into the structure of subjective learning experi-
ences found that positive valence and high arousal were indi-
cators of emotional engagement [1]. Another study that focused 
on measuring happiness found that people who experience 
positive valence and high arousal were more engaged and sat-
isfied, and it is this emotion model that forms the foundation for 
our model [32] (see Fig. 3). 

We used it for automatically estimating if the child is en-
gaged and providing positive facial expressions, such as hap-
piness or surprise, during the experiment, which are indicators 
of their engagement. In some multi-models, facial expressions 
are used as input to automatically estimate levels of valence and 
arousal, and they tend to have a high level of agreement with 
human coders [33]. 

 

Fig. 2. Russell emotion model (1980). 

 

Fig. 3. Emotion model and classification labels. 
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V. PROPOSED SYSTEM 

This section will cover our design and implementation steps 
in implementing the engagement detection system for autistic 
children. 

First, we will describe how we built the data frame and 
ground truth. Afterward, we will present the steps to build our 
classifier based on the emotion model described above. Finally, 
we will present the evaluation of our classifier. 

A. Engagement Model and Ground-Truth Definition 

Based on the emotion model, we used the two-dimensional 
valence arousal model to classify only happy and surprised 
expressions as an engaged state, while other emotions we 
classified as non-engaged. After classification, we created data 
frames and saved them as a CSV file. 

Table III below present examples of TD children collected 
from [29], and Table IV shows examples of children with ASD. 

The following sub-sections present the implementation of 
engagement detection involving three main steps, namely 
pre-processing, feature extraction, and classification, which 
will now be discussed in turn. 

TABLE III. EMOTIONS CLASSIFICATION OF (TD) CHILDREN 

Happy (engagement) Natural (non-engagement) 

  

Sad (non- engagement) Disgust (non- engagement) 

  

Anger (non- engagement) Surprise (engagement) 

  

Confusing (non-engagement) Fear (non- engagement) 

  

TABLE IV. EMOTION CLASSIFICATION OF CHILDREN WITH (ASD) 

Happy (engagement) Natural (non-engagement) 

  

Sad (non- engagement) Disgust (non- engagement) 

  

Anger (non- engagement) 

 

B. Pre-processing 

Pre-processing is a necessary first step because the TD da-
tasets are in video format, and we required these to be split into 
still images, known as frames. We pre-processed the input 
video files to extract the desired frames. First, we stored all the 
video files in one folder before reading each file individually 
and extracting the frames. To process the video files we set up 
OpenCV 1  (Open Source Computer Vision), which is an 
open-source library that includes several hundred computer 
vision algorithms and that is widely used in computer vision 
generally, and facial recognition more specifically [7]. 

We used the OpenCV library to read the video streams 
before creating a VideoCapture object using Python script, and 
then we split the videos into frames. Each video was split into 
approximately 125 frames, so from the 189 videos we extracted 
23,132 frames. For each frame, we detected and cut out the face 
using the Dlib library [7]. 

C. Features Extraction 

In facial recognition work, facial landmarks, defined as the 
detection and localization of certain characteristic points on the 
face, are considered very important features and are widely 
used in classification [20]. 

Features extraction is an important intermediate step in 
many subsequent facial processing processes that range from 
biometric recognition to understanding mental states. Facial 
landmarking is used to localize and represent salient regions of 
the face such as the eyes, eyebrows, nose, mouth, and jawline 
[34]. 

                                                           
1 Opencv: https://opencv.org/ 
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Facial landmarks have been successfully applied to face 
alignment, head pose estimation, face swapping, blink detec-
tion, and much more. 

Open-access software packages that automatically and ef-
ficiently detect facial landmarks include OpenCV, Imotion, 
MTCNN, and Open Face [20]. One of the main variants be-
tween them is the number of landmarks they detect; while 
Imotion detects 34, the MTCNN algorithm detects just five. 

In our implementation, we used the Dlib library and 
OpenCV which can detect and extract 68 facial landmarks from 
each frame in both the TD and ASD datasets. Dlib, a facial 
landmark detector with pre-trained models, was used to esti-
mate the location of 68 coordinates (x, y) that map the facial 
points on a person’s face, as presented in Figure 4. These points 
are identified from the pre-trained model where the 
iBUG300-W dataset was used. Open CV read the video streams 
and splits it into frames [7]. 

We created a Python script that read all the frames for both 
the TD and ASD datasets and for each frame, we detected the 
face and extracted the 68 coordinates (x, y) which were then 
saved in a text file that contains all 68 coordinates (x, y) and 
then saved into a data frame. 

D. Classification 

In our work, the engagement recognition task is formulated 
as a binary classification problem in that we have two classes of 
engaged and non-engaged. We used a deep learning approach 
in our classification stage and, to compare our proposed 
methods, we implemented SVM, Decision Tree, and Random 
Forest. 

To create the classification model, we divided our data into 
training and testing sets by using 80% of the data for training 
and 20% for testing and validation. We imported the 
Scikit-Learn library and used a train_test_split method to ran-
domly split the data into training and testing sets. Additionally, 
to assess the robustness and generalization ability of our model, 
we employed cross-validation techniques. 

 

Fig. 4. Facial landmarks. 

Specifically, we performed k-fold cross-validation, where 
we divided the training set into k subsets (folds) and iteratively 
trained and tested the model on different combinations of these 
subsets. This approach allowed us to obtain more reliable per-
formance estimates by evaluating the model on multiple sub-
sets of the data. 

Firstly, we did our implementation using the TD dataset, the 
feature extraction part takes frames that contain the faces of the 
TD children as input, then we applied two convolution layers 
with 32 filters and (3,3) kernel size. Then we applied the third 
convolution layer which consists of 64 filters and (3,3) kernel 
size. After each convolution layer, there is an activation func-
tion called ReLU to set all the negative pixels to 0. 

ReLU function introduces non-linearity to the network and 
generates an output-rectified feature map [2]. After the ReLU 
operation, there is a pooling layer for simple and salient ele-
ments. Finally, the flatten layer produces the output class (en-
gagement/non-engagement). 

To optimize the algorithms' hyperparameters, we employed 
a grid search approach. We defined a parameter grid containing 
a set of hyperparameters for each algorithm and exhaustively 
searched through the grid to find the combination that yielded 
the best performance. This hyperparameter tuning process was 
performed within each iteration of the cross-validation proce-
dure. 

We use the model implemented above TD_CNN as starting 
point for ASD_CNN model. We applied the transfer learning 
approach at the dataset level. The ASD_CNN model went 
through a similar implementation of TD_CNN but used the 
ASD dataset this round, with a few modifications to mitigate 
the differences in the data from images of autistic children. We 
removed one convolution layer with 32 filters and (3, 3) kernel 
size from the model. To evaluate the performance of the algo-
rithms, we used multiple metrics, including precision, recall, 
and accuracy. 

VI. RESULTS 

After we trained our algorithms and made some predictions, 
we compared their accuracy using different algorithms. 

Support Vector Machine (SVM) is a supervised machine 
learning algorithm that can be used for classification or re-
gression challenges and is one of the most popular classifica-
tion algorithms used in machine learning. Its objective is to find 
the best hyperplane that correctly separates the points of dif-
ferent classes and provides the maximum margin among them 
[2]. SVM uses a set of mathematical functions that are defined 
as the kernel. The function of the kernel is to take data as input 
and transform it into the required form. Different SVM algo-
rithms use different types of kernel functions, such as linear, 
nonlinear, polynomial, and radial basis function (RBF) [35]. 
We used a linear kernel function in our implementation. 

Decision tree is one of the most frequently and widely used 
supervised machine learning algorithms that can perform both 
regression and classification tasks. Decision trees build classi-
fication or regression models in the form of a tree structure, 
breaking down a dataset into subsets; the result is a tree with 
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decisional nodes and leaf nodes that represent the class [34] 
[10]. 

Random Forest (RF) is an ensemble learning method that is 
represented as a list of random trees. It works by creating a 
multitude of decision trees during training and outputting the 
class that is the mode of all classes. Basically, it functions by 
injecting randomness into the training of the trees and com-
bining the output of multiple randomized trees into a single 
classifier [11]. 

To evaluate our algorithms, we used the classifica-
tion_report and confusion_matrix methods to calculate these 
metrics. A confusion matrix is a table that is mostly used to 
explain the performance of a classification model on a set of 
test data for which the true values are known. Table V and 
Table VI show the confusion matrix for each classifier which 
contains information about actual and predicted classifications 
by different algorithms. 

TABLE V. CONFUSION MATRIX FOR EACH CLASSIFIER USING (TD) DA-

TASET 

TD_CNN SVM 

  

Decision tree Random forest 

  

TABLE VI. CONFUSION MATRIX FOR EACH CLASSIFIER USING (ASD) 

DATASET 

ASD_CNN SVM 

  

Decision tree Random forest 

  

Table VII describes the evaluation of efficiency measures 
(accuracy, precision, recall) of our classifiers. Accuracy refers 
to the percentage of the total number of predictions that were 
correct; precision is the percentage of the predicted positive 
cases that were correct; recall is the percentage of positive cases 
that were correctly identified. 

As shown in the table, for the TD dataset, the CNN model 
achieved the highest accuracy of 99%, indicating its ability to 
accurately detect engagement levels in typically developing 
children. In contrast, the random forest (RF), decision tree, and 
support vector machine (SVM) models achieved slightly lower 
accuracies of 89%, 86%, and 82% respectively. The precision 
and recall values for the CNN model were also consistently 
high at 99%. 

TABLE VII. PERFORMANCE MEASUREMENTS 

Dataset Algorithm Accuracy Precision Recall 

TD 

TD_CNN 99% 99% 99% 

Random Forest 89% 90% 89% 

Decision tree 86% 86% 86% 

SVM 82% 82% 82% 

ASD 

ASD_CNN 76% 76% 77% 

Random Forest 64% 63% 63% 

Decision tree 67% 67% 67% 

SVM 75% 75% 75% 

On the ASD dataset, the CNN model again demonstrated 
superior performance with an accuracy of 75%. This suggests 
that the CNN model is effective in detecting engagement levels 
in children with Autism Spectrum Disorder (ASD). The RF, 
decision tree, and SVM models achieved lower accuracies of 
64%, 67%, and 75% respectively. It is worth noting that the 
precision and recall values for the CNN model on the ASD 
dataset were 76% and 77% respectively. 

VII. DISCUSSION 

The results show that CNN was the most accurate of the 
four algorithms for the TD dataset (99%), and SVM was the 
least accurate. Also, on the ASD dataset, CNN achieved the 
highest level of accuracy (75%), while RF achieved the lowest 
accuracy compared to the other methods in the ASD dataset. it 
is evident that the CNN model consistently outperformed the 
other algorithms for both the TD and ASD datasets in terms of 
accuracy. 

These findings suggest that the CNN model's ability to 
capture and learn complex patterns in facial images contributes 
to its superior performance. The CNN model's success in ac-
curately detecting engagement levels can be attributed to its 
capacity to extract meaningful features from the facial images 
and effectively classify them. 

We observe that the accuracy of the algorithms’ using TD is 
higher than ASD this is due to the quality and quantity of data 
for TD children compared to the dataset for ASD children, and 
due to the limited scope of facial impressions in children with 
ASD. Although a person's emotional state can be detected from 
facial expressions, either consciously or subconsciously, there 
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are many theories about how children with ASD represent 
emotion. 

A number of studies have found that recognizing facial 
emotions in children with ASD is challenging [14, 36, 37]. 
Studies have found that children with ASD are less responsive 
in the upper part of the face, with their eyes typically remaining 
emotionally neutral. Consequently, the lower half of the face, 
including the mouth, chin, jaw, and cheeks, is crucial in rec-
ognizing emotion in autistic children [36]. 

VIII. CONCLUSION 

We proposed an engagement detection system using CNN 
for facial emotional recognition. AI and machine learning have 
been applied to automatically measure the engagement of 
children with ASD. This allows the therapist to track a child’s 
engagement with ASD during therapy sessions without relying 
on traditional observation techniques. 

The implications of this research are significant. The ability 
to accurately assess engagement levels has the potential to 
revolutionize various domains, including education, therapy, 
and human-computer interaction. By providing feedback and 
adaptive interventions, engagement detection technologies can 
enhance learning outcomes, facilitate personalized interven-
tions for individuals with ASD, and create more immersive and 
interactive user experiences. 

In this paper, we explained the implementation details to 
build an engagement detection model through facial emotion 
recognition. We presented the information of the datasets and 
the pre-processing steps for the videos and images to make 
them ready to be fed into the model. We used a transfer learning 
approach at the level of the dataset. Due to the small size of the 
datasets. Then, we described how we detected and extracted the 
68 facial landmarks from each face in the frame and then cre-
ated the data frame based on the two-dimensional emotion 
model to build the ground truth for detecting the engagement of 
the children. And due to the difficulty of recognizing facial 
emotions in children with ASD and their decreased response in 
the upper part the results we achieved were less accurate than 
with TD dataset. Then, we compared different machine learn-
ing algorithms and evaluated their performance, and our find-
ings showed that the CNN outperformed other classifiers. 

While we utilized two datasets in our study, it is important 
to acknowledge that these datasets have their own limitations, 
including sample size, demographic representation, and poten-
tial biases. Future work should aim to address these limitations 
by incorporating larger and more diverse datasets to ensure 
generalizability and robustness of the engagement detection 
models. 

Our study focused on offline analysis of facial images to 
detect engagement. Future research should aim to develop 
real-time engagement detection systems that can operate in 
dynamic and interactive settings. This would enable the inte-
gration of engagement detection algorithms into interactive 
technologies, such as robots, to provide immediate feedback 
and adaptive interventions. 

Facial emotion recognition is just one modality for meas-
uring engagement. Future research should explore the integra-

tion of other modalities, such as speech analysis, body move-
ment, and physiological signals, to create more comprehensive 
and accurate engagement detection models. Multimodal ap-
proaches can enhance the understanding of engagement dy-
namics and provide a more holistic assessment. 
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