A Novel Proposal for Improving Economic Decision-Making Through Stock Price Index Forecasting
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Abstract—The non-stationary, non-linear, and extremely noisy nature of stock price time series data, which are created from economic factors and systematic and unsystematic risks, makes it difficult to make reliable predictions of stock prices in the securities market. Conventional methods may improve forecasting accuracy, but they can additionally complicate the computations involved, increasing the likelihood of prediction errors. To address these issues, a novel hybrid model that combines recurrent neural networks and grey wolf optimization was introduced in the current study. The suggested model outperformed other models in the study with high efficacy, minimal error, and peak performance. Utilizing data from Alphabet stock spanning from June 29, 2023, to January 1, 2015, the effectiveness of the hybrid model was assessed. The gathered information comprised daily prices and trading volume. The outcomes showed that the suggested model is a reliable and effective method for analyzing and forecasting the time series of the financial market. The suggested model is additionally particularly well-suited to the volatile stock market and outperforms other recent strategies in terms of forecasting accuracy.
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I. INTRODUCTION

The finance market is a fascinating and intricate structure that profoundly affects some domains, including business, employment, and technology [1], [2]. It gives investors numerous chances to invest money and generate returns with minimal risk [3], [4]. Fama conducted one such study [5]. The current understanding of stock price behavior has been greatly influenced by this subject, which is still an important area of research in the field of finance. Fundamental analysis and technical analysis are the two main stock market decision-making methodologies used by investors. While technical analysis looks at historical market data, trends, and patterns to forecast future market movements, fundamental analysis looks at a company's financial health and its possibilities for future growth [6], [7]. Stock market forecasting has been increasingly important among knowledgeable analysts and investors in recent years. However, because of the chaotic nature of the market, it is quite challenging to analyze stock market movements and price actions [8]. Global economic conditions, market news, and quarterly earnings reports are just a few of the factors that have a significant impact on the stock market. These elements make it difficult to predict stock prices with any degree of accuracy. The market capitalization of the listed companies is used to create the stock market indices. As a result, stock market indexes’ values reflect the total value of the underlying stocks. In this market environment that is continuously changing, it is difficult to make accurate stock market predictions. Utilizing various statistical tools, researchers and market analysts have been eager to develop and test stock market behavior. These methods, which offer insights into the intricate and dynamic character of the stock market, include clustering and autoregressive integrated moving averages [9]. However, given that price changes tend to be chaotic, noisy, nonparametric, nonlinear, and nonstationary, it is challenging for analysts to accurately assess and forecast price changes [10]. These characteristics imply that traditional statistical methods may not be sufficient for effective stock market analysis.

Data analysis technologies including spreadsheets, automated data collection, and prediction models started to appear in the 1980s. With the development of technology, researchers started to employ deep learning and artificial neural networks to create models that could learn complicated relationships and extract crucial information more quickly than they could with earlier technologies. Many different architectures have been designed to address various issues and handle the complicated structure of datasets as deep learning has become more popular in recent years. Information only moves forward in a basic feedforward neural network architecture. There is no memory of past inputs; each input is handled independently. Because previous events are essential for forecasting future events, these models are not appropriate for sequential data. Recurrent neural networks (RNNs) have been created to handle similar tasks. Loops built into RNN architecture enable the persistence of pertinent data across time. Internal information is transferred within the network from one time-step to the next. With this architecture, RNNs are more suited for time series applications including stock market forecasting, language translation, and signal processing as well as sequential data modeling. Many other tasks, such as speech recognition, image captioning, and natural language processing, have been carried out using RNNs. Additionally, they have been applied in the area of finance, where they have demonstrated excellent potential for predicting stock values. RNNs are excellent for simulating complex and dynamic systems due to their capacity to retain information and develop context over time. When Hu et al. [11] used an ensemble RNN technique to forecast stock market movements, their opposing
More and more, real-world engineering design issues are solved optimally using stochastic operators-based metaheuristic algorithms [13]. Deterministic algorithms are trustworthy, but they are less efficient at locating global optima because they can become stuck in local optima [14]. Randomness is a technique used by stochastic optimization algorithms, such as evolutionary ones, to avoid local solutions and locate global optima in search spaces [15]. Although each run of these techniques results in a different solution, they outperform deterministic algorithms in terms of avoiding local solutions. Take for example, ant lion optimization (ALO) [16], Biogeography-based optimization (BBO) [17], Aquila optimizer (AO) [18], grey wolf optimization (GWO) [19], and so on. GWO is a recently developed meta-heuristic optimization algorithm that draws inspiration from the communal foraging behavior of grey wolves in the wild. Mirjalili et al. [19] made the initial pitch in 2014. Alpha, beta, delta, and omega wolves are used by the GWO algorithm to replicate the leadership structure and hunting strategy of grey wolves. Certain frameworks were proposed by Raiput et al. [20] for stock price forecasting, including ARIMA (Auto Regressive-Integrated-Moving Average), FLANN (Functional Link Artificial Neural Network), ELM (Extreme Learning Machine) models, and Grey Wolf optimizer. Kumar Chandra [21] employed Elman neural network (ENN) and GWO algorithm to optimize the parameters of ENN for forecasting the stock market. A model using an artificial neural network (ANN) optimized by the GWO method was given by Sahoo et al. [22] and the Bombay Stock Exchange (BSE) was used as the dataset in their essay.

The article introduces the GWO-RNN hybrid model, a highly reliable stock price forecasting tool. By contrasting it with many other models, including RNN, BBO-RNN, and AO-RNN, the study evaluated its accuracy. A method involving several analytical steps was used to achieve this. The principal contributions of the investigation are as follows:

A novel hybrid model is presented in this study, which integrates GWO and RNNs to tackle the intricacies associated with stock price prediction. The purpose of this hybrid model is to address the drawbacks of traditional methods by providing a more efficient forecasting method, with reduced computation complexity and prediction error probability.

The analysis utilizes Alphabet stock data spanning from January 1, 2015, to June 29, 2023, to assess the effectiveness of the hybrid model that has been proposed. In terms of high efficacy, minimal error, and optimum performance, the results demonstrate that the proposed model outperforms alternative models, thereby establishing its dependability for forecasting and analyzing financial market time series data.

The research paper validates the reliability of the GWO-RNN model as an instrument that generates exceptionally precise forecasts of stock prices. The text underscores the model's capacity to rapidly analyze and interpret substantial amounts of data by combining grey wolf optimization-based optimization with recurrent neural networks. This functionality offers investors significant insights of market trends as well as prospective investment prospects.

The proposed model exhibits exceptional suitability for chaotic stock markets, outperforming other contemporary strategies in terms of the accuracy of its forecasts. This indicates that the GWO-RNN model is capable of efficiently managing the difficulties presented by market volatility, rendering it a dependable instrument for investors in search of precise forecasts in ever-changing financial landscapes.

Section II of this research contains the literature review. Section III offers a thorough examination of the data source and all of its relevant components. The data was analyzed using a variety of methodologies, including the RNN model, evaluation metrics, and the GWO optimizer. The experimental findings are presented in Section IV. Next, they are contrasted and discussed with those from other approaches in Section V. The research's findings are finally summarized in Section VI.

II. LITERATURE REVIEW

In the last decade, the application of machine learning (ML) algorithms to predict stock markets has increased substantially. Cristianto et al. [23] suggested an examination of methodologies employed in the capital market to predict stock prices through a comparative analysis of ML, technical analysis, and fundamental analysis. They utilized Support Vector Regression (SVR) and Support Vector Machine (SVM) as ML methodologies to forecast stock prices. The assessment includes three parameter groups: technical-only (TEC), financial statement-only (FIN), and a combination of the two (COM). Experiments revealed that the integration of financial statements had no impact on SVR forecasts yet had a beneficial impact on SVM forecasts. 83 percent was the accuracy rate attained by the model in the conducted investigation. In their study, Chen et al. [24] investigated the historical context of economic recessions, emphasizing the abrupt and disastrous outcomes that can be observed in instances like the 2008 financial crisis, which was marked by a significant decline in the S&P 500. Motivated by the potential benefits of prompt crisis detection, they applied advanced ML techniques, such as Extreme Gradient Boosting and Random Forest, to predict potential market declines in the United States. By comparing the efficacy of these methodologies, their investigation aims to determine which model exhibits superior predictive capability for US stock market collapses. An analysis was conducted on market indicators utilized in crisis forecasts. This involved the utilization of daily financial market data and 75 explanatory variables, including both broad US stock market indexes and sector indexes. Through the utilization of specific classification metrics, they arrived at conclusions regarding the effectiveness of their predictive models. Tsai et al. [25] examined the interest of investors in stock forecasting, focusing on the recent application of ML to enhance precision. They deliberated on fiscal year-end selection and the impact that misaligned reporting periods have on investment decisions and comparability. They utilized ML models for fundamental
analysis to predict Taiwan’s (TW) stock market returns with an emphasis on synchronized fiscal years. Using models such as Financial Graph Attention Network (FinGAT), Feedforward Neural Network (FNN), Random Forest (RF), and Gated Recurrent Unit (GRU), they constructed stock portfolios with higher anticipated returns. Their research indicates that in terms of returns and portfolio scores, these portfolios surpassed the benchmarks of the TW50 index. They assert that ML models proved advantageous in the domains of investment decision-making and stock market analysis. Ardakani et al. [26] presented a federated learning framework utilizing Random Forest, Support Vector Machine, and Linear Regression models for stock market forecast. To determine the optimal strategy, they contrasted federated learning with centralized and decentralized frameworks, and the strategies of learning frameworks for stock market prediction were elucidated by their results. Mamluatul et al. [27] developed an innovative approach for forecasting stock prices by integrating ML, stock price data, technical indicators, and Google trends. To forecast stock prices, SVR, Multilayer Perceptron (MLP), and Multiple Linear Regression were implemented. With a Mean Absolute Percentage Error (MAPE) of 0.50%, SVR outperformed MLP and Multiple Linear Regression in forecasting Indonesian stock prices. They discovered that SVR accurately forecasts stock prices, enabling investors to make informed judgments regarding the stock market. Juare et al. [28] emphasized the significance of stock market analysis in determining financial market profits. Random Forest (RF), SVM, K-nearest neighbors (KNN), and Logistic Regression were utilized in their research to forecast stock market trends. The evaluation criteria for these algorithms are accuracy, recall, precision, and F-Score. Locating the optimal algorithm for stock market prediction was the primary objective. The value that investors and stock exchanges can derive from accurate forecasts underscores the significance of predictive models in the realm of financial decision-making. The importance of investors utilizing forecasting stock prices (SPP) models for profit in the global financial market was underscored by Swathi et al. [29]. SPP models from the past employed statistical and ML techniques. They presented SCODL-SPP, a method for predicting stock prices that integrates deep learning and Sine Cosine Optimization (SCO), in their investigation. The SCODL-SPP model employs deep learning and a stacked long short-term memory (SLSTM) model to predict the closing prices of stocks. The SCO algorithm is employed to optimize the hyperparameters of the SLSTM model after the min.

The literature review on stock market prediction closes several identified research gaps effectively. By utilizing the Alphabet stock as a central metric, this study offers specific insights about Alphabet stock, thus expanding the purview of research in this field. In addition, it addresses a void in the literature concerning the evaluation of data quality and preprocessing methodologies by providing clear and transparent explanations of data preprocessing procedures, thereby guaranteeing data quality and reproducibility. Furthermore, the incorporation of domain-specific insights into the GWO-RNN model improves the precision of predictions, thereby surmounting the drawback associated with the inadequate integration of domain knowledge. Furthermore, conducting a comparative analysis between the GWO-RNN model and other hybrid methods provides significant contributions to the understanding of the effectiveness of ensemble methods, thereby addressing a gap in the current body of research on this subject. Through an assessment of the GWO-RNN model’s ability to on Alphabet stock market data encompassing the period from January 1, 2015, to June 29, 2023, this research ultimately establishes the model’s dependability and efficacy in the domain of financial time series analysis and prediction. The aforementioned contributions symbolize noteworthy progressions in the field of stock market forecasting, resulting in enhanced predictive models’ resilience, precision, and practicality within financial markets.

III. RESEARCH METHODS

A. Recurrent Neural Network

In the complicated field of machine learning, different algorithms and techniques are used to interpret and analyze data. The recurrent neural network (RNN), which is made to handle sequential input, is one of the most crucial tools in this field and is displayed in Fig. 1 and Fig. 2. RNNs can incorporate prior knowledge and produce outputs based on prior learning, in contrast to conventional feedforward neural networks, which only take into account the current input. The network’s loop structure, which maintains a memory of previous inputs and outputs, enables this. The activation layer of each RNN unit uses a hyperbolic tangent function to process input and convert it into a format that the rest of the network can understand. The network updates its internal state as the input is analyzed, enabling it to take into account the context of earlier inputs when generating outputs. Because RNNs can take into account temporal context, which results in more effective and efficient learning, they are more accurate and useful than regular neural networks [30].

\[ h_t = \sigma(W_{xt} + U_{ht-1} + b) \]  

in the equation, b stands for the bias of the neuron, and W and U are weight matrices that represent the input to the current cell and the recurrent input, respectively. The input and hidden states of the cell at time t are represented by the values of \( x_t \) and \( h_t \). The symbol \( \sigma \) designates the sigmoid function of the neuron.

B. Biogeography-based Optimization

The foundation of biogeography-based optimization (BBO) is the movement of species according to the appropriateness of their habitat. Thus, a solution is like a habitat for an optimization issue. A crowded environment, where conditions for living species are better than in other habitats, is a better option for the population. The habitat in which living things struggle is the worst answer for the population. By sharing their traits, the superior solutions draw in the inferior ones. The following operators are used in processing this feature sharing. The operator of Migration: Migration is the process by which, following emigration and immigration rates, a better habitat replaces a worse option. The pace at which a species leaves its environment is known as its emigration rate. A better solution will have a greater emigration rate than a bad one. Conversely, the rate of immigration represents the amount by which a
species departs from its natural environment. As a result, the bad option will have a larger immigration rate than the better one. The fundamental form of BBO has been represented by straight lines, as shown in Fig. 3. We have for the straight lines

![Diagram of two habitats](image)

Fig. 3. The diagram of two habitats.
\[ \mu_k = \frac{E \times k}{n} \lambda_k = I \left(1 - \frac{k}{n}\right) \]  

(2)

where,

\( \mu_k \): The \( k \)-th habitat's emigration rate.
\( \lambda_k \): The \( k \)-th habitat's immigration rate.
\( I \): The highest rate of immigration.
\( E \): The highest rate of emigration.

\( n = S_{\text{max}} \): The most species that a habitat can sustain.
\( k \): The total number of species.

An abundance of species is indicated by a high HSI, which is characterized by a high rate of emigration and a low rate of immigration to nearby habitats. An increase in species leads to a decrease in immigration rate. The rate of emigration, however, rises in tandem with the number of species. Solutions \( S_1 \) and \( S_2 \) are the two possible options. For the most part, \( S_2 \) is a good response, while \( S_1 \) is a bad one. \( S_1 \) has, on average, higher immigration rates than \( S_2 \). Comparing \( S_1 \) with \( S_2 \) emigration rates, the former will be lower. The Fig. 3 represents the process of two habitats.

Mutation: A BBO mutation is comparable to an abrupt shift in environmental circumstances brought on by other events such as a tornado, volcanic eruption, or natural disaster. The species migrates to a new habitat when its old one becomes unsuitable for survival, as shown by the random change in the solution.

C. Aquila Optimization

The AO algorithm, a novel one, was released in 2021 [18]. The four categories in this algorithm were inspired by the hunting tactics of the raptor bird Aquila. In the first category, birds of prey are tracked down and pursued while flying high in the air. The swift attack of prey at low altitudes close to the ground is carried out by the second category, which glides.

With a slow descent and low-altitude flight, the third group gradually attacks its prey. Using diving to catch terrestrial prey is the fourth category. Quick acceleration, convergence, and stability are all made possible by the AO algorithm's potent optimization capabilities [18]. The reliability and consistency of it are also very high. The act of a vertical dive is what an eagle does when it spots a potential prey area. The bird quickly determines the ideal hunting location on the ground by flying at great altitudes. The most efficient course of action is determined using an equation that takes the search area into account. Fig. 4 is an example of the one of hunting strategies of this bird.
where, $L(D)$ stands for the hunting flight distribution function, $D$ for the dimensional space, and $Z_R(t)$ for the random solution between $[1, N]$. Once the prey region has been precisely identified and the Aquila is prepared to land and strike, it switches to the low-flying, slow-falling assault mode at the chosen target position. The third low-altitude flight pattern is this one. By employing this strategy, the bird may see how its prey would react and slowly move in its direction as in the following formula:

$$Z_3(t+1) = (Z_{best}(t) - Z_{M}(T)) \times \alpha$$

$$- \text{ rand } + \left( (U_b - L_b) \times \text{ rand } + L_b \right) \times \delta \quad (5)$$

where, $\alpha$ and $\delta$ are the modifying parameters. The upper limit of the given problem is $U_b$. The bottom limit of the problem is denoted by $L_b$. The fourth method of walking capture is the eagle striking the target from above while performing quick convergence using the following equation:

$$Q_f(t) = \begin{cases} 
Z_4(t+1) = & Q_f \times Z_{best}(t) \\
- (G_1 \times Z(t) \times \text{ rand } ) \\
- G_2 \times L(D) + \text{ rand } \times G_1 \\
\end{cases}$$

$$Q_f(t) = \frac{2 \times \text{ rand } - 1}{t(1-t)^2}$$

$$G_1 = 2 \times \text{ rand } - 1$$

$$G_2 = 2 \times \left( 1 - \frac{t}{T} \right) \quad (6)$$

the quality function, or $Q_f$, and the search technique are balanced. Aquila's actions while pursuing its prey are fully visible on $G_1$. Aquila's flying slope when hunting is represented by $G_2$. $Z(t)$ is the answer for the current iteration.

**D. Gray wolf optimizer**

Utilizing a meta-heuristic approach, the Gray Wolf Optimizer, a unique optimization method, has been created. Mirjalili et al. [19] proposed a method, that mimics the gray wolf social structure and hunting methods. According to Fig. 5, the hierarchy of leadership contains four options: Alpha, Beta, Delta, and Omega, with Omega being the final challenger. Alpha is the best alternative and Fig. 6 represents how this optimizer works. The three main hunting methods used in the approach include chasing, encircling, and attacking prey in an effort to replicate wolf behavior. The equation illustrated below
was used to simulate the movement of gray wolves during nature hunting:

\[ \vec{D} = |\vec{C} \cdot \vec{X}_p(t) - \vec{X}(t)| \]

\[ \vec{X}(t+1) = \vec{X}_p(t) - \vec{A} \times \vec{D} \]  

(7)

![Diagram of the Gray wolf optimizer.](image)

where \( t \) is the current iteration, \( \vec{D} \) stands for movement, \( \vec{X}_p \) for prey location, \( \vec{A} \) and \( \vec{C} \) for coefficient vectors, and \( \vec{X} \) stands for a gray wolf’s position. The coefficient vectors (\( \vec{A} \) and \( \vec{C} \)) are built using the relationships shown below:

\[ \vec{A} = 2\vec{a} \times \vec{r}_1 - \vec{a} \]

\[ \vec{C} = 2 \times \vec{r}_2 \]  

(8)

Using information from alpha, beta, and delta, the position of new search reps that include omegas is modified accordingly:

\[ \vec{D}_a = |\vec{C}_1 \cdot \vec{X}_a - \vec{X}|, \vec{D}_b = |\vec{C}_2 \cdot \vec{X}_b - \vec{X}|, \vec{D}_d = |\vec{C}_3 \cdot \vec{X}_d - \vec{X}| \]

\[ \vec{X}_1 = \vec{X}_a - \vec{A}_1 \cdot \vec{D}_a, \vec{X}_2 = \vec{X}_b - \vec{A}_2 \cdot \vec{D}_b, \vec{X}_3 = \vec{X}_d - \vec{A}_3 \cdot \vec{D}_d \]

\[ \vec{X}(t+1) = \frac{\vec{X}_1 + \vec{X}_2 + \vec{X}_3}{3} \]  

(10)

(11)

when the wolves undertake a last assault to accomplish the mission, as shown by the subscripts \( \alpha, \beta, \) and \( \delta \). \( \vec{a} \) is a random variable with a value between \(-2\vec{a} \) and \( 2\vec{a} \), whereas \( \vec{a} \) is used to simulate the previous assault by altering \( \vec{a} \) value from 2 to 0. Therefore, decreasing \( \vec{a} \) would also cause a decrease in \( |\vec{A}| \). \( |\vec{A}| < 1 \) forced the wolves into sticking to their prey. Gray wolves hunt in groups and follow the alpha wolf, dispersing to forage and reassembling to attack. Whenever \( |\vec{A}| \) has a random value bigger than unity, the wolves may split apart in pursuit of prey. The two setup parameters for the GWO method that are most important are the wolf count and generation number. Each generation is a wolf’s final deed, and the quantity of wolves accurately reflects function assessments across time. This means that the total number of objective function evaluations will be equal to the wolf population times the size of the generation, or,

\[ \text{OFEs} = N_W \times N_G \]  

(12)

E. Data source and Preparation

When conducting a thorough analysis of a stock, it’s important to take into account some factors, such as the trading volume and the Open, High, Low, and Close (OHLC) prices over a specific period. For this specific study, information on Alphabet Inc. began to be gathered in 2015. For each day during the specified period, this data included information on both the trading volume and the OHLC prices. Examining the data landscape carefully to spot any anomalies, outliers, or discrepancies that might have an impact on the accuracy of the findings was the first step. Following this analysis, the dataset underwent several cleaning and preparation steps, using various techniques like scaling and normalization to reduce errors and guarantee consistency in training results via using the following equation:

\[ X_{\text{scaled}} = \frac{(X - X_{\text{min}})}{(X_{\text{max}} - X_{\text{min}})} \]  

(13)

This methodical approach aimed to raise the general level of data quality that served as the basis for the forecasting models. To further improve the models, the prepared data was split into two subsets, with 80% of the data used for training and the remaining 20% for testing and validation according to Fig. 7. The goal of this division was to strike a balance between the requirement for a sizable amount of data for model training and the requirement for a varied and untested set for exhaustive testing and validation.
Fig. 7. Dividing the data into training and tests.

F. Assessment Criteria

In order to ensure the validity and accuracy of future projections, a diverse range of performance indicators were employed. These metrics were meticulously selected to provide a comprehensive evaluation of the prognostications. Throughout the evaluation process, several metrics, including the mean absolute error (MAE), which calculates the average absolute difference between the predicted and actual values, the root mean square error (RMSE), which measures the root mean square of the errors between the predicted and actual values, and the coefficient of determination ($R^2$), which gauges the proportion of variance in the dependent variable that is predictable from the independent variable was considered. These methodologies are highly valuable for assessing the accuracy of forecasting models and can facilitate more informed decisions.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}} \quad (14)
\]

\[
MAE = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n} \quad (15)
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} \quad (16)
\]

IV. EXPERIMENTAL RESULTS

A. Statistical Values

The study's component includes a table (see Table I) that presents comprehensive statistical information about the dataset. The table displays OHLC pricing and volume statistics, which help to clarify the data. Statistical metrics such as count, mean, minimum (Min), standard deviation (Std.), 25%, 75%, variance, and maximum (Max) values are also provided, enabling a more detailed and precise analysis of the data.

B. Results of the Each Model

The primary goal of this study is to identify and assess the top hybrid algorithm for stock price forecasting. To do this, the research created forecasting models and looked at intricate factors that affect stock market patterns. The objective is to deliver analytical information that can help analysts and investors make wise investment decisions. Each model's performance is comprehensively evaluated, along with a thorough study of its efficacy, in Table II, Fig. 8, and Fig. 9.

<table>
<thead>
<tr>
<th>TABLE I. STATISTICAL SUMMARY OF THE DATA SET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Std.</td>
</tr>
<tr>
<td>Min</td>
</tr>
<tr>
<td>25%</td>
</tr>
<tr>
<td>75%</td>
</tr>
<tr>
<td>Max</td>
</tr>
<tr>
<td>Varience</td>
</tr>
</tbody>
</table>
Three widely accepted metrics—RMSE, MAE, and $R^2$—were used to carry out a detailed review of the data analysis. These indicators are well known for being able to offer a precise assessment of the analysis's dependability, correctness, and overall effectiveness. With and without an optimizer, the RNN model's performance was evaluated using the $R^2$, RMSE, and MAE criteria. This evaluation improved comprehension of the model's performance and aided in making decisions based on the outcomes.

### V. DISCUSSION

#### A. Analysis of the Models

This study's principal objective is to identify and evaluate the most effective hybrid algorithm for stock price prediction. In order to accomplish this, the study developed forecasting models and examined complex variables that influence stock market patterns. The primary aim is to provide analysts and investors with valuable analytical data that can assist them in making informed investment choices. The performance of each model is assessed exhaustively, and its effectiveness is thoroughly examined in Table II, Fig. 8, and Fig. 9. The $R^2$, RMSE, and MAE criteria were used to assess the performance of the RNN model both with and without the optimizer. This enabled wise decisions by giving a thorough grasp of the model's performance. Analysis of the training and test sets revealed that, without the optimizer, the RNN model generated $R^2$ values for training and testing of 0.962 and 0.958, respectively. The RMSE values for training and testing were 5.241 and 3.733, respectively, despite the MAE values being 4.389 and 3.058. By integrating optimizers, the RNN model performs significantly better. For instance, when the BBO optimizer was used, the $R^2$ value for the tests increased to 0.979. Furthermore, the RMSE and MAE values for testing, which came in at 2.654 and 2.126, respectively, were lower than those for training. The AO-RNN model performed better than the BBO-RNN model and produced better results. Specifically, the results for the training and testing $R^2$ were
0.990 and 0.988, respectively. It's crucial to remember that the MAE and RMSE figures fell to 1.472 and 1.976 during the testing. This shows increased precision. The GWO-RNN model has demonstrated remarkable accuracy and reliability in regression analysis. The model achieved the highest $R^2$ scores of 0.997 and 0.992 for the training and testing datasets, respectively. This indicates that the model has a high predictive power and can explain almost all the variability in the data.

Furthermore, the model's performance is exceptional, as evidenced by the low MAE and RMSE training values of 1.094 and 1.306, and testing values of 1.467 and 1.643, respectively. These values represent the amount of error between the actual and predicted values, with lower values indicating higher accuracy. Therefore, the GWO-RNN model has shown exceptional accuracy in both the training and testing data sets.

![Fig. 10. The prediction curve is produced by training with GWO-RNN.](image-url)
For creating accurate stock price predictions, the GWO-RNN model is a very trustworthy instrument. As illustrated in Fig. 10 and Fig. 11, this model is successful in forecasting the Alphabet stock curves. Due to the RNN method's ability to lower price fluctuations, streamline trend prediction, and increase model precision, the GWO-RNN model performs better than other models at forecasting stock prices. The capacity of the GWO-RNN model to learn from prior data sets is one of its distinguishing characteristics. Learning from prior data sets is essential for a model to produce accurate stock value predictions and adapt to shifting market trends. In summary, the GWO-RNN model is an effective and useful tool for forecasting stock prices. Because of its accuracy, precision, and adaptability, it is highly advised for anyone wishing to make profitable transactions in the stock market. It stands out from other models due to its use of the RNN algorithm and GWO optimizer, making it the greatest option for anyone looking to make informed investing decisions.

### B. Comparison with Recent Works

Validation measures and comparisons with prior relevant literature are essential elements in evaluating the credibility and significance of a research investigation. In addition to guaranteeing the dependability and accuracy of the study's findings, they aid in contextualizing the research within a wider framework. The present evaluation assesses, which is illustrated in Table III, the predictive capabilities of different models, such as the GWO-RNN model employed in this research, concerning the behavior of the stock market. Significantly, the GWO-RNN model, which was developed and evaluated using Alphabet stock data, attains a remarkable coefficient of determination (\( R^2 = 0.992 \)), outperforming alternative algorithms including Linear Regression, SVM, and several iterations of LSTM. The remarkable accuracy of this forecast highlights the consistency and consistency of the GWO-RNN model in capturing the intricate dynamics of stock prices. Through the utilization of the Grey Wolf Optimization-Recurrent Neural Network architecture, the model adeptly exploits past stock price data to deliver resilient predictions, thereby showcasing its consistency in adjusting to fluctuations in the market. Incorporating Alphabet stock data into the evaluation process enhances coherence and ensures that the model's performance is in line with actual market conditions. As a result, the GWO-RNN model can be established as a logical and consistent methodology for forecasting the stock market, providing significant contributions to financial decision-making and risk mitigation.

### C. Limitations and Future Works

The efficacy of the GWO-RNN model was assessed using a distinct dataset comprising Alphabet stock from January 1, 2015, to June 29, 2023. The efficacy of the model could potentially be compromised by the attributes of the given dataset, thereby restricting its applicability to alternative equities, industries, or periods. Hybrid models frequently depend on precise parameter configurations, particularly when optimization algorithms such as grey wolf optimization are integrated. The extent to which the GWO-RNN model can withstand variations in these parameters may have been inadequately investigated in the research. The exclusive dependence of the study on historical stock price data may result in the omission of critical information, including geopolitical developments, external economic events, and market sentiment. The extent to which the GWO-RNN model captures and incorporates such external factors into its predictions is not exhaustively investigated, which may have implications for its overall predictive capabilities. Although the study showcases the superior performance of the GWO-RNN model in comparison to other models, a more extensive evaluation comparing it to a broader spectrum of established and cutting-edge models would offer a more precise assessment of its comparative merits and drawbacks.

Enhancing the range of data sources beyond daily prices and trading volume may yield significant insights that can be applied to the prediction of stock market trends. The incorporation of supplementary data streams, including sentiment analysis from social media platforms, economic indicators, or news articles, may bolster the predictive capacities of models through the inclusion of supplementary market dynamics. The incorporation of external variables into predictive models, including macroeconomic indicators, geopolitical events, and regulatory changes, may increase their predictive capability. Gaining insight into how these extraneous variables impact the conduct of the stock market and integrating them into prognostic models may enhance their precision and dependability. Undertaking thorough assessments of predictive models under various market conditions, encompassing periods of stability and volatility, would yield valuable insights regarding the models' ability to withstand and apply to a wide range of situations. Conducting performance tests on models across diverse economic conditions may unveil their merits and drawbacks, thereby providing valuable insights for their implementation in practical situations. By expanding the utilization of predictive models to encompass financial methods other than stock prices, including commodities, currencies, and cryptocurrencies, their applicability and significance could be significantly enhanced. An examination of the adaptability of predictive models to various asset classes and market segments would yield valuable insights regarding their efficacy and versatility in a wide range of financial markets.
VI. CONCLUSIONS

The task of predicting stock prices is difficult and complex because it requires examining many different aspects of society, the economy, and politics. Since the stock market is dynamic and ever-evolving, it is important to take financial statements, earnings reports, market trends, and other factors into account when forecasting future stock values. The stock market’s behavior can be significantly impacted by macroeconomic factors like interest rates, inflation, and global market conditions. Due to the complexity and numerous variables involved in predicting stock values, it can be challenging to develop accurate and trustworthy prediction models. Making accurate predictions requires an understanding of the market’s erratic and non-linear characteristics. In this study, the RNN, BBO-RNN, and AO-RNN stock price prediction models were evaluated for their performance.

The GWO-RNN model performed better than other models in the tests that were conducted. R², RMSE and MAE values for the model were 0.992, 1.643, and 1.306, respectively. These findings show that the GWO-RNN model is highly predictively accurate and that it can be trusted to deliver accurate and dependable outputs.

The GWO-RNN model has been demonstrated to be a trustworthy tool for making highly accurate stock price predictions. This model can analyze and interpret large amounts of data in real-time using a combination of recurrent neural networks and grey wolf optimization-based optimization, giving investors useful insights into market trends and potential investment opportunities.
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