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Abstract—Prompt diagnosis is crucial globally to save lives, 

underscoring the urgent need in light of lung cancer's status as a 

leading cause of death. While CT scans serve as a primary 

imaging tool for LC detection, manual analysis is laborious and 

prone to inaccuracies. Recognizing these challenges, 

computational techniques, particularly ML and DL algorithms, 

are being increasingly explored as efficient alternatives to 

enhance the precise identification of cancerous and non-

cancerous regions within CT scans, aiming to expedite diagnosis 

and mitigate errors. The proposed model employs Preprocessing 

to standardize image features, followed by segmentation using an 

Improved SegNet framework to delineate cancerous regions. 

Features like LGXP and MBP are then extracted, facilitating 

classification with a hybrid classifier which combines LSTM and 

LinkNet models. Implemented in Python, the model's 

performance is evaluated against conventional methods, 

showcasing superior accuracy, sensitivity, and precision. This 

framework promises to revolutionize LC diagnosis, enabling 

early intervention and improved patient outcomes. 
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I. INTRODUCTION 

Lung cancer remains one of the leading causes of cancer-
related mortality worldwide, necessitating the development of 
advanced diagnostic tools for early detection and treatment 
planning [6] [7]. CT imaging is essential, particularly when it 
comes to lung cancer. Nonetheless, the manual assessment of 
CT scans by radiologists is laborious and susceptible to 
differences in interpretation between observers. In this context, 
automated methods for lung cancer segmentation and 
classification [9] have emerged as the promising avenues to 
enhance the diagnostic accuracy and streamline clinical 
workflows. 

The primary objective of lung cancer segmentation [8] [13] 
is to delineate the boundaries of cancerous lesions within the 
lung parenchyma. This task is inherently challenging due to the 
variability in lesion size, shape, and intensity characteristics 
across different patients and disease stages. Various 
segmentation algorithms have been proposed, ranging from 
traditional techniques such as thresholding and region growing 
to more sophisticated deep learning-based approaches like U-
Net [11] and Mask R-CNN. These methods leverage the spatial 
and contextual information present in CT images [10] to 

accurately segment lung tumors while minimizing false 
positives [14]. 

Once the lung tumors are segmented, the subsequent step 
involves the classification of these regions into malignant or 
benign categories [12]. Deep features that are directly learned 
from the raw image data and manually created features that are 
taken from segmented lesions are used to train classification 
algorithms. SVM, RF, and CNNs are among the commonly 
employed classifiers for this task. By using ML techniques, 
these classifiers can effectively discriminate between cancerous 
and non-cancerous regions, facilitating accurate diagnosis and 
treatment planning. 

The development of robust segmentation and classification 
algorithms for lung cancer holds immense clinical significance 
[15]. Beyond aiding in early detection and accurate diagnosis, 
these automated methods have the potential to assist 
radiologists in monitoring disease progression, evaluating 
treatment response, and predicting patient outcomes. 
Furthermore, by reducing the reliance on manual interpretation 
and improving diagnostic efficiency, automated lung cancer 
detection systems can alleviate the burden on healthcare 
resources and improve patient care outcomes. However, these 
methods are arbitrary and may result in differences in 
observational quality. To solve this challenge, researchers have 
created computational algorithms that automate the 
interpretation of medical pictures for the goal of identifying 
lung cancer. The following are the proposed paper's primary 
contributions: 

In this work, introduces an innovative approach for lung 
cancer segmentation by employing an Improved SegNet 
architecture. This segmentation method enhances the accuracy 
of identifying cancerous regions within CT images, thus 
facilitating precise diagnosis and treatment planning. 

This remaining section of this document is organized as 
follows: Section II examines pertinent research on the 
categorization, segmentation, and associated techniques of lung 
cancer. Section III presented the proposed methodology. 
Results and discussion are explained in Section IV and 
summary of the paper’s contribution is given in below Section 
V. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 5, 2024 

1052 | P a g e  

www.ijacsa.thesai.org 

II. RELATED WORKS 

Before In 2024, Sangeetha S.K.B et al., [1] presented a 
MFDNN architecture designed to integrate various modalities 
in lung cancer diagnosis, including medical imaging, 
genomics, and clinical data. By addressing particular issues 
related to each area, this fusion strategy improves diagnostic 
precision. Reliability was further enhanced by integrating 
electronic health records and clinical data. The ethical 
implications of implementing AI in therapeutic settings were 
underlined, emphasizing the necessity of strict regulations and 
thorough validation. MFDNN achieves exceptional accuracy 
(92.5%) and excels in precision (87.4%) and recall (86.4%), 
with an F1-score of 86.2, surpassing established methods like 
CNN, ResNet and DNN. These findings demonstrate the vital 
role MFDNN plays in enabling the more rapid and precise 
identification of this serious illness, hence revolutionizing the 
diagnosis of lung cancer. 

In 2024, Sampangi Rama Reddy B R et al., [2] introduced a 
novel architecture, the SNN, for detecting and classifying lung 
cancer utilizing CT scan data. Examining which NN models 
were most effective at lung cancer identification in its early 
stages was the main goal. Initially, lung regions were extracted 
employing image processing methods, followed by 
segmentation using the SNN. Various NN techniques were 
then employed for classification based on the features extracted 
from segmented images. Performance evaluation was 
conducted using F1-Measure, precision, accuracy, and recall 
metrics, showcasing a remarkable 96% classification accuracy 
in testing, surpassing existing methods. The proposed 
algorithm demonstrated clear potential for real-world clinical 
application, promising significant advancements in lung cancer 
diagnosis and treatment. 

In 2024, Liangyu Li et al., [3] proposed a novel approach to 
enhancing lung cancer detection by integrating hybrid feature 
extraction methods and optimizing ML hyperparameters. 
Remarkable accuracy rates were obtained by integrating 
autoencoder-generated features and Haralick features with 
GLCM, and then using supervised machine learning 
approaches (specifically, SVM with varied kernels). In 
particular, SVM with Gaussian and RBF kernels work almost 
flawlessly, whereas SVM with polynomial kernel, GLCM with 
autoencoder, Haralick, and autoencoder features, achieves a 
remarkable 99.89% accuracy. These outcomes highlight how 
this strategy may greatly enhance prognostic and diagnostic 
tools for lung cancer treatment planning and decision-making. 

In 2024, Fuli Zhang et al., [4] presented a novel two-step 
DL approach for enhancing NSCLC tumor segmentation from 
CT images. The method involves training separate 
segmentation networks for large and small tumor images, 
following an initial coarse segmentation step aimed at 
detecting lesion regions. Compared to other approaches, the 
suggested method obtains a much higher DSC of 0.80 ± 0.13 
and has the lowest FPR, highest TPR, and HD95. Notably, the 
approach exhibits substantial improvement in segmenting 
tumors of both large and small sizes, particularly enhancing 
performance for small GTVs, which previously exhibited poor 
results with other methods. Overall, this two-step DL method 

demonstrates precise NSCLC tumor segmentation and holds 
promise for enhancing radiotherapy efficiency. 

In 2024, Lavina Jean Crasta et al., [5] introduced a novel 
DL framework tailored for detecting and classifying lung 
cancer from input CT images. For segmentation and 
classification process, the proposed architecture consists of a 
3D-VNet model and a 3D-ResNet model. The segmentation 
model attains an outstanding 99.34% DSC and significantly 
lowers false positives to 0.4% on the LUNA16 dataset. 
Furthermore, with 99.2% accuracy, 98.8% sensitivity, and 
99.6% specificity, the classification model exhibits remarkable 
performance characteristics. The 3D-VNet network robustly 
and precisely defines lung nodules of various sizes and shapes, 
outperforming prior segmentation techniques. Metrics of the 
classification model show enhanced F1-Score, sensitivity, 
specificity, accuracy, and improved performance compared to 
existing techniques. 

III. PROPOSED A LUNG CANCER SEGMENTATION AND 

CLASSIFICATION MODEL 

Lung cancer has a high death rate due to late-stage 
detection and few available treatment options. Efficient 
identification, planning, and tracking of lung cancer nodules 
using medical imaging, especially CT scans, depend on 
accurate segmentation and classification. The paper presents an 
approach for lung cancer segmentation and classification, 
which combines innovative techniques to improve accuracy 
and efficacy in medical imaging analysis. 

1) Beginning with preprocessing stage, which involves 

applying Gaussian filtering to the input CT images. To 

enhance the image quality and lower noise, Gaussian filtering 

is applied, which increases the efficiency of the segmentation 

process that follows: 

2) The segmentation stage employs an Improved SegNet 

architecture specifically tailored for lung cancer segmentation. 

The Improved SegNet architecture is chosen for its ability to 

accurately delineate cancerous regions within the CT images. 

3) Discriminative features like LGXP and MBP are 

extracted from the segmented regions after segmentation. The 

ability to differentiate between cancerous and non-cancerous 

tissues depends on these features. 

4) Finally, the classification process integrates a hybrid 

classifier, leveraging models such as LSTM and LinkNet, to 

enhance the classification accuracy, leading to more accurate 

identification and classification of lung cancer nodules. Fig. 1 

depicts the overall process of the proposed model. 

A. Preprocessing Phase 

In the preprocessing stage of the suggested lung cancer 
segmentation and classification model described, Gaussian 
filtering is applied as the first method of processing for the 
input CT images. 
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Fig. 1. Overall process of proposed model. 

Gaussian filtering [16] is a widely used method in image 
processing for reducing noise and smoothing the image while 
preserving important features. By convolving the input image 
with a Gaussian kernel, high-frequency noise components are 
attenuated, resulting in a smoother and more visually coherent 
image. In order to improve the image quality of the CT images 
prior segmentation as well as feature extraction, this 
preprocessing procedure is essential. It helps to mitigate the 
impact of noise and artifacts present in the original images, 
thereby improving the performance of subsequent processing 
stages. Additionally, Gaussian filtering aids in standardizing 
the intensity distribution across different CT scans, which is 
beneficial for achieving consistent segmentation and 
classification results. 

Eq. (1) is likely employed to calculate the values of 
individual components within the Gaussian smoothing filter. In 
this context, signifies the Gaussian function's value at 
coordinates, while signifies the standard deviation of the 
Gaussian kernel, influencing the extent or width of the 
Gaussian function's distribution. Normalization constant is 
denoted as these values are then used to convolve with the 
input CT images to perform Gaussian smoothing as a 
preprocessing step. 

As a result, the preprocessed picture is represented as   and 
is then put through another segmentation step. 
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B. Segmentation via Improved SegNet 

One of the most important steps in medical image analysis 
is segmentation, which is dividing an image into sections or 
significant areas in order to retrieve pertinent data for further 
examination. The segmentation process in this work involves 
utilizing an Improved SegNet architecture tailored specifically 
for accurately delineating lung cancer nodules from 
preprocessed images. 

The conventional SegNet model [17] follows an encoder-
decoder structure with corresponding layers, which contains 13 
layers. The encoder network gradually downsamples the input 
image,   to capture hierarchical features, while the decoder 
network upsamples the feature maps to produce the 
segmentation mask. Max pooling operations are typically used 
in the encoder to perform downsampling, reducing 
computational burden and extracting dominant features. 
Despite its effectiveness for semantic segmentation tasks, the 
conventional SegNet model has limitations. One disadvantage 
is the loss of spatial information brought about by the encoder's 
max pooling operations, which might deteriorate segmentation 
mask quality, especially in applications that call upon accurate 
object localization. Additionally, the segmentation 
performance in areas with complex structures or textures may 
be affected by standard SegNet's inability to capture long-range 
relationships and contextual information across the image. 

To address the limitations of the conventional SegNet 
model, the proposed Improved SegNet model incorporates 
several enhancements especially intended for lung cancer 
segmentation as well as classification. Replacing max pooling 
with a novel mixed pooling strategy [18], which combines max 
pooling and average pooling, which is expressed in Eq. (2). 

Mixed pooling = max pooling + Average pooling      (2) 

In a down sampling process known as "max pooling," the 
highest value falling inside a predetermined window is kept 
while the remainder is discarded. This method successfully 
reduces the spatial dimensions of the feature maps, collecting 
the most notable features and highlighting locations with 
significant activation. The calculation of max pooling value is 
derived in Eq. (3).  Here, represents the input feature map, 
represents the result of max pooling, each channel, and the 
highest number during a pooling window of dimensions is 
selected by the maximum pooling function. 

 max ( , ), max ( )
ijij p q R ijMax pooling Y k X k

       (3) 

Instead, average pooling computes the mean value within 
the specified window, contrasting with the maximum value 
calculation described in Eq. (4). It represents the result of max 
pooling, each channel. Like max pooling, it helps in 
downsampling the feature maps, but instead of preserving only 
the most prominent features, it takes into account the overall 
intensity across the region. By lessening the effect of noise and 
outliers, this process can help to depict the features more 
smoothly. 

   
 ,
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In traditional SegNet models for segmentation tasks, the 
softmax activation function [19] is commonly used at the 
output layer to produce probability distributions over different 
classes or regions within the segmented output. Eq. (5) shows 
the expression of softmax activation function. However, 
softmax tends to amplify the differences between input values, 
which can lead to gradients becoming extremely large during 
backpropagation, causing instability and slow convergence, 
especially in deep networks like SegNet. Additionally, softmax 
outputs tend to be overly confident, resulting in less nuanced 
representations of uncertainty in segmentation predictions. 

 
 

 
exp

exp

i

i

j

j

x
f x

x

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      (5) 

To overcome these limitations, the proposed activation 
function combines softmax with the hard tanh activation 
function. The hard tanh function [19] introduces a saturation 
threshold, preventing gradients from exploding or vanishing 
and promoting more stable training, which is expressed in Eq. 
(6). By combining softmax with hard tanh, the proposed 
activation function aims to mitigate the amplification of 
differences in input values while preserving the probabilistic 
interpretation provided by softmax. The proposed improved 
activation function is expressed in Eq. (7). This combination 
enables the model to produce more calibrated probability 
estimates for each class or region in the segmentation output, 
leading to improved segmentation accuracy and better 
representation of uncertainty. The suggested activation 
function typically mitigates the adverse impacts of softmax in 
SegNet models. It enhances stability during training and yields 
more precise and nuanced segmentation results for lung cancer 
diagnosis as well as categorization using CT images. Fig. 2 
shows the proposed SegNet model for segmentation process. 
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Finally, the output of the improved SegNet model is a 
pixel-wise segmentation mask highlighting lung cancer regions 
within CT images, which is represented in Fig. 2. 

C. Feature Extraction Phase 

Various strategies are utilized in the segmentation and 
classification process of the proposed lung cancer model to 
extract discriminative features from the segmented regions that 
are produced given SegNet-based segmentation. 

The LGXP and MBP significantly enhance the 
classification process by providing robust and detailed texture 
representations crucial for distinguishing cancerous from non-
cancerous regions. LGXP excels at detecting edges and 
capturing fine details by encoding the direction and magnitude 
of local gradients, making it particularly effective for 
identifying the boundaries of structures within the images. This 
method’s emphasis on gradient information ensures resilience 
to noise, which is a common challenge. On the other hand, 
MBP captures intricate texture details through binary pattern 
encoding based on intensity differences; improve its robustness 
against noise and illumination variations. 

 
Fig. 2. Proposed SegNet model for segmentation process. 
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These methods were chosen for their complementary 
strengths in texture analysis. LGXP’s focus on gradient 
information and MBP’s detailed texture encoding together 
provide a comprehensive representation of lung tissue 
characteristics. Both methods have demonstrated effectiveness 
in texture analysis and image segmentation, making them 
suitable for the complex task of lung cancer detection. Their 
robustness to noise, illumination changes, and rotational 
variations ensures that the extracted features are reliable and 
consistent, leading to improved classification accuracy. 

The features include LGXP and MBP features, which are 
described as follows: 

1) LGXP feature: In the proposed model, the feature 

extraction method utilizes the LGXP descriptor [20], 

specifically designed to capture texture patterns within 

segmented lung cancer regions. Initially, the phases within the 

LGXP descriptor are quantized into distinct ranges, ensuring 

robustness to variations in Gabor phase. After quantizing each 

phase value, the LGXP operator interacts with the quantized 

phases of the central pixel and its neighboring pixels. Using 

XOR operations, the LGXP operator computes patterns 

between these phases to produce binary labels that are 

concatenated together to form a local pattern of the core pixel. 

Every neighborhood receives a thorough representation of 

local texture patterns when this process is performed for every 

neighborhood. Finally, the obtained binary labels are 

concatenated to generate a local pattern of the core pixel. 

The equation for calculating the LGXP, as shown in Eq. 
(8), includes the quantization of phases and the application of 
XOR operations between the quantized phases of the central 

pixel and its neighboring pixels, where, 
,w vLGXP  represents 

the LGXP descriptor for a specific scale ( ) and orientation (

 ). cg  and ig denotes the phase at the central and 

neighboring pixel position in the Gabor phase map, 

respectively.   denotes the XOR operation. 

   , , ,( ) ( )v c iLGXP q g q g      
  (8) 

2) MBP feature: In the proposed model, the MBP [21] 

operator is used for extracting texture features from segmented 

lung cancer regions, SI . These features are computed by 

analyzing local neighborhoods within the segmented image, 

where the median intensity value serves as a reference point. 

By encoding each pixel's relationship with the local median 

intensity as a binary pattern, MBP features succinctly 

represent texture variations within segmented regions. With 

the help of these features, lung cancer areas in CT scans may 

be accurately segmented and classified, providing a thorough 

assessment of textural aspects. 

By thresholding pixels against their median value within a 
neighborhood, usually 3x3, this operator maps intensities to 
localized binary patterns that improve resistance to noise and 

sensitivity to microstructure. The MBP at each pixel  ,i j is 

computed using a weighted sum over binary values determined 
by comparing pixel intensities to the median within the local 

patch. The formula to calculate the MBP at pixel  ,i j in a 

local patch of size Z  (usually 3 × 3), according to Eq. (9).   

is the median that was calculated for the entire local patch.  

   
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MBP i j H b 
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
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  (9) 

When the threshold is set to the median, the number of 
possible binary patterns that result is limited to 256, 
guaranteeing that the binary pattern subset contains at least 5 
one bits. The histogram of these patterns forms the texture 
descriptor, providing a compact representation of texture 
variations across the segmented image. As a result, each image 
is converted into a 256x1 vector that uses local patch median 
values to represent the MBP histogram. This approach enables 
comprehensive characterization of textural properties within 
lung cancer regions, facilitating accurate segmentation and 
classification in CT images. 

Therefore, the feature extraction process aims to capture 
relevant texture information from the segmented lung cancer 
regions, facilitating the classification task by providing 
discriminative features for distinguishing between cancerous 
and non-cancerous tissues. These extracted features, 

 ,F LGXP MBP   serve as input to the hybrid classifier 

in the final stage of the proposed model. 

D. Classification Process 

Features extracted using LGXP and MBP are fed into a 
hybrid classifier combining Long Short-Term Memory 
(LSTM) and LinkNet models. This integration of LGXP and 
MBP features provides the hybrid classifier with a rich and 
diverse set of features, enhancing its ability to accurately 
classify lung tissues. The hybrid classifier harnesses LSTM's 
ability to capture temporal dependencies and LinkNet's 
capacity to encode spatial context.  Utilizing LSTM networks 
and LinkNet in the proposed model for lung cancer 
classification model leverages the complementary strengths of 
both architectures, addressing specific challenges in medical 
image analysis. LSTM networks are particularly adept at 
handling sequential data, which is crucial in the context of CT 
scans often taken in series over time. This capability allows 
LSTMs to capture the temporal progression of lung cancer, 
providing a dynamic perspective of tumor development. 
Additionally, LSTMs excel at retaining long-term 
dependencies, maintaining contextual information from 
previous slices, which enhances the accuracy of classification 
by ensuring continuity and reducing isolated misclassifications. 
On the other hand, LinkNet is specifically designed for fast and 
efficient classification tasks, incorporating residual connections 
that facilitate better gradient flow and deep feature learning 
without degradation. This makes LinkNet particularly well-
suited for high-resolution medical images like CT scans. 
Moreover, LinkNet’s architecture ensures computational 
efficiency, which is essential for handling large datasets, 
making the classification process scalable and practical. The 
outputs of both models are then combined to make a final 
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classification decision of segmented lung regions into three 
distinct classes based on their pathological characteristics. 
‘Normal’ tissue is labeled as ‘0’, indicating the absence of any 
abnormalities. ‘Benign’ conditions, which may include non-
cancerous growths or abnormalities, are labeled as ‘1’. 
‘Malignant’ tissue, indicative of lung cancer, is labeled as ‘2’, 
highlighting the presence of cancerous growths within the lung 
regions. The hybrid approach combining LSTM and LinkNet 
results in a more comprehensive analysis of CT scans, 
improving the model's robustness and reliability. LSTM's 
ability to handle sequential and contextual information, 
coupled with LinkNet's precision in image segmentation, 
allows for a richer set of features for final classification. This 
dual approach enhances the model’s capability to accurately 
distinguish between cancerous and non-cancerous regions. The 
synergy between LSTM and LinkNet leads to improved 
performance metrics, with the hybrid model expected to 
surpass conventional methods in terms of accuracy, sensitivity, 
and precision. 

1) LSTM classifier: The LSTM [22] classifier forms a 

critical component of the lung cancer segmentation and 

classification model, facilitating the categorization of 

segmented lung regions into distinct classes based on their 

pathological characteristics. When operating within this 

model, the LSTM classifier receives input features F  

extracted from segmented lung regions. These features are 

structured into sequential data, with each sequence 

representing the feature vectors corresponding to a segmented 

lung region. 

To effectively represent data sequences with long-range 
dependencies and overcome the vanishing gradient problem, an 
RNN type known as the LSTM architecture was developed. 
The model comprises memory cells responsible for retaining 
internal states and three types of gates namely, input, forget, 
and output. These gates govern the flow of information into, 
out of, and within the cells. Specifically, the forget gate selects 
data to be discarded from the cell state, the output gate 
manages the impact of the internal state on the cell's output, 
and the input gate regulates the quantity of new data stored in 
the cell state. Because of this architecture's capacity to 
recognize temporal patterns and learn from sequential input, 
long-term dependencies and the temporal patterns inherent in 
sequential data make LSTMs ideal for processing it. 

The three gates of the LSTM design are responsible for 
managing the information flow via the memory cells. The 
forget gate, as specified in Eq. (10), regulates the extent to 
which past information is retained in memory. By applying the 

sigmoid function    to a weighted sum of the prior short-

term memory state  1tH 
, the present input state ( F ), and 

bias terms  fgS , it calculates a forgetting factor  tfg . The 

input gates, detailed in Eq. (11) and Eq. (12), produce an input 

factor  tig and an alternate vector  tC by employing the 

sigmoid function for gating and the hyperbolic tangent function 

 tanh for the alternate vector. These gates regulate the amount 

of fresh information incorporated into the long-term memory 

state, as described in Eq. (13). Finally, the output gate, defined 
by Eq. (14), utilizes the sigmoid function applied to a weighted 

sum of the current input state F , the previous short-term 

memory state  1tH 
, and bias terms  ogS to calculate an 

output factor  tog . The final short-term memory output  tH

is determined by the output factor  tog multiplied by the 

hyperbolic tangent of the long-term memory state  tC as per 

Eq. (15). Fig. 3 shows the architecture of LSTM classifier. 

 1t fg fg t fgfg W F W H S   
 (10) 

 1t ig ig t igig W F W H S   
  (11) 

 1tanht C C t CC W F W H S    (12) 

1t t t t tC fg C ig C      (13) 

 1t og og t ogog W F W H S   
 (14) 

 tanht t tH og C     (15) 

Through its internal memory units, LSTM is capable of 
retaining information over extended time periods, thereby 
allowing the classifier to learn from past observations. Based 
on the learned temporal patterns and the information extracted 
from the input sequences, the LSTM classifier makes 
classification decisions for each segmented lung region. 

 

Fig. 3. Architecture of LSTM classifier. 

2) LinkNet classifier: LinkNet [23] is a CNN architecture 

specifically designed for semantic segmentation tasks, where 

the goal is to classify each pixel in an image into predefined 

categories. Its architecture is characterized by its efficiency in 

capturing spatial context while maintaining computational 

efficiency. The key to its effectiveness lies in its encoder-

decoder structure with skip connections. The structure of the 

LinkNet model is displayed in Fig. 4. In the LinkNet design, 

the encoder module is responsible for receiving the input 

image and extracting its hierarchical features, denoted as F . 

The encoder module primarily comprises multiple 

convolutional layers accompanied by pooling operations. 
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These techniques improve the feature maps' depth while 

progressively reducing their spatial dimensions. This 

systematic approach enables the network to extract features 

across various scales, spanning from intricate low-level details 

to overarching high-level semantics. 

In contrast, the decoder module utilizes the features 
extracted by the encoder to generate the ultimate segmentation 
map. It usually consists of convolutional layers after 
upsampling layers, which gradually increase the feature maps' 
spatial dimensions while decreasing their depth. This 
procedure improves the segmentation map by reconstructing 
the spatial information that was lost during the encoding step. 
One way that LinkNet sets itself apart is by using skip 
connections to create interconnections between matching 
layers in the encoder as well as decoder modules. These skip 
connections enable the transmission of fine-grained details 
from the encoder to the decoder, allowing the network to 
efficiently mix low-level and high-level data. Consequently, 
LinkNet is capable of gathering both local information and 
global context, which makes it suitable for tasks such as lung 
cancer classification. 

 

Fig. 4. Architecture of the LinkNet model. 

IV. RESULTS AND DISCUSSION 

A. Simulation Procedure 

The proposed lung cancer segmentation and classification 
were simulated using Python, specifically version “3.7.” The 

simulation was conducted on a system equipped with an 
“Intel(R) Core(TM) i5-4210U CPU running at 1.70 GHz” and 
“8.00 GB” of RAM. Furthermore, the analysis for lung cancer 
segmentation and classification was conducted utilizing the IQ-
OTHNCCD lung cancer dataset [24]. 

B. Dataset Description 

The lung cancer dataset, collected from the IQ-
OTH/NCCD, was compiled over three months in autumn 2019 
at specialized medical centers. This extensive collection 
comprises CT scans acquired from individuals diagnosed with 
lung cancer at different stages, alongside scans from 
individuals without any such diagnosis. Notably, the slides 
from IQ-OTH/NCCD underwent thorough annotation by 
oncologists and radiologists at the respective centers. 
Containing 1190 images, which represent CT scan slices from 
110 distinct cases, this dataset presents a varied collection of 
cases classified into normal, benign, and malignant categories. 
More precisely, the dataset comprises 40 cases diagnosed as 
malignant, 15 as benign, and 55 as normal.  The original CT 
scans, acquired using Siemens' SOMATOM scanner, were 
stored in DICOM format. 

The CT protocol employed specific parameters including a 
120 kV voltage, a 1 mm slice thickness, and precise window 
settings spanning from 350 to 1200 HU for window width and 
from 50 to 600 HU for window center, along with a breath hold 
at full inspiration. To uphold privacy, all images underwent 
anonymization before analysis, with the oversight review board 
waiving the necessity for written consent. Additionally, the 
study received approval from the institutional review board at 
the collaborating medical centers. The dataset comprises scans, 
each containing anywhere from 80 to 200 slices, each offering 
a distinct view of the human chest. It is crucial to acknowledge 
the diversity within the 110 cases, encompassing variations in 
gender, age, education level, area of residence, and occupation. 
For instance, the subjects range from employees of Iraqi 
ministries to individuals working in agriculture or other 
occupations. Geographically, the majority of cases originate 
from regions in central Iraq, specifically the provinces of 
Baghdad, Wasit, Diyala, Salahuddin, and Babylon. 

C. Performance Analysis 

The study conducts a comparative assessment between 
LSTM+LinkNet and conventional models for lung cancer 
classification, focusing on various performance metrics 
including “Accuracy, False Negative Rate (FNR), Specificity, 
False Positive Rate (FPR), Precision, F-measure, Sensitivity, 
Matthews Correlation Coefficient (MCC), and Negative 
Predictive Value (NPV).” Furthermore, the LSTM+LinkNet 
model is evaluated against several conventional classifiers such 
as LSTM, LinkNet, SqueezeNet, PyramidNet, and MobileNet. 
Fig. 5 illustrates both the original images and their processed 
counterparts after applying Gaussian blur. Notably, the 
Gaussian blur technique effectively removes noise from the 
original images. This noise reduction significantly enhances 
the performance of subsequent segmentation and classification 
processes. 
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Fig. 5. Images for Lung Cancer Classification a) Original Images and b) 

Gaussian Blur using Pre-processed images. 

D. Segmentation Analysis 

In Fig. 6, original images and segmented images are 
presented, depicting the outcomes obtained using FCM, 
Conventional SegNet, K-Means, and Improved SegNet. 
Notably, Improved SegNet showcases superior segmentation 
results compared to the other methods. Table I presents a 
segmentation analysis comparing FCM, K-means, 
Conventional SegNet, and Improved SegNet based on various 
metrics. These metrics include Dice coefficient, Jaccard 
coefficient, and Segmentation Accuracy. Improved SegNet 
stands out as the top performer across all metrics, achieving the 

highest Dice coefficient of 0.884, Jaccard coefficient of 0.921, 
and Segmentation Accuracy of 0.933. In contrast, 
Conventional SegNet also demonstrates respectable 
performance, albeit lower than Improved SegNet, with scores 
of 0.800, 0.817, and 0.838 for Dice coefficient, Jaccard 
coefficient, and Segmentation Accuracy, respectively. FCM 
and K-means exhibit comparatively lower values across all 
metrics, indicating less accurate segmentation results. These 
results emphasize the efficacy of Enhanced SegNet in precisely 
segmenting regions, showcasing its potential for outperforming 
other methods assessed in the study in terms of image 
segmentation tasks. 

 
Fig. 6. Images for Lung Cancer Segmentation a) Original Images b) FCM c) 

Conventional SegNet d) K-means and e) Improved SegNet. 

TABLE I.  SEGMENTATION ANALYSIS ON IMPROVED SEGNET 

Metrics FCM 
Conventional 

SegNet 

K-

means 

Improved 

SegNet 

Dice 0.635 0.800 0.614 0.884 

Segmentation Accuracy 0.685 0.838 0.666 0.933 

Jaccard 0.674 0.817 0.660 0.921 

E. Comparative Study on various Metrics based on 

Classification 

The study conducts a comparative assessment between 
LSTM+LinkNet and conventional models for lung cancer 
classification, focusing on various performance metrics 
including “Accuracy, False Negative Rate (FNR), Specificity, 
False Positive Rate (FPR), Precision, F-measure, Sensitivity, 
Matthews Correlation Coefficient (MCC), and Negative 
Predictive Value (NPV).” Furthermore, the LSTM+LinkNet 
model is evaluated against several conventional classifiers such 
as LSTM, LinkNet, SqueezeNet, PyramidNet, and MobileNet. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 5, 2024 

1059 | P a g e  

www.ijacsa.thesai.org 

1) Analysis on positive measures: In the comparative 

analysis illustrated in Fig. 7, the LSTM+LinkNet approach is 

evaluated against LSTM, LinkNet, SqueezeNet, PyramidNet, 

and MobileNet for lung cancer classification in terms of 

positive measures. Achieving high positive metric values 

while minimizing negative ones is crucial for effective 

classification. The LSTM+LinkNet method consistently 

outperforms conventional approaches across these metrics. At 

60% training data utilization, the LSTM+LinkNet method 

achieves an accuracy of 0.868, slightly surpassing LSTM, 

LinkNet, and SqueezeNet. However, as the training data 

increases, the superiority of LSTM+LinkNet becomes more 

pronounced. With 90% training data, it reaches an accuracy of 

0.935, the highest among all methods, with LinkNet following 

at 0.911. In contrast, methods like LSTM, SqueezeNet, and 

PyramidNet, although competitive at lower training data 

levels, show less consistent accuracy improvements as the 

data increases. 

 
Fig. 7. Positive Metric assessment on LSTM+LinkNet and conventional 

methods. 

Examining specificity metrics at 60% training data reveals 
several insights. LSTM has a specificity of 0.860, indicating its 
ability to correctly identify true negatives. LinkNet performs 
slightly better with a specificity of 0.870. SqueezeNet's 
specificity is 0.858, while PyramidNet's is 0.855, both closely 
trailing LinkNet. MobileNet outperforms these with a 
specificity of 0.889, demonstrating its proficiency in 
identifying true negatives. Notably, the LSTM+LinkNet model 
exceeds all conventional methods with a specificity of 0.901, 
highlighting its superior performance in correctly identifying 
true negatives in lung cancer classification tasks even with 
60% of the training data. 

2) Analysis on negative measure: In Fig. 8, a comparative 

analysis evaluates the LSTM+LinkNet approach against 

several other methods—LSTM, LinkNet, SqueezeNet, 

PyramidNet, and MobileNet—for lung cancer classification 

based on negative measures. When utilizing 80% of the 

training data, the LSTM+LinkNet method excels in 

minimizing the False Positive Rate (FPR). It achieves an 

impressively low FPR of 0.056, outperforming all other 

methods and effectively reducing false positives even with a 

significant portion of training data. In contrast, traditional 

methodologies like LSTM, LinkNet, SqueezeNet, and 

PyramidNet show slightly higher FPR values, ranging from 

0.090 to 0.119. 

 
(a) 

 
(b) 

Fig. 8. Negative Metric assessment on LSTM+LinkNet and conventional 

methods. 

While MobileNet demonstrates competitive performance 
with an FPR of 0.088, it still does not match the performance 
of the LSTM+LinkNet method. At 90% training data 
utilization, the models' FNR metrics reveal significant 
differences in lung cancer classification performance. LSTM 
has a relatively high FNR of 0.181, indicating a considerable 
proportion of missed positive cases. Conversely, LinkNet 
shows a lower FNR of 0.136, effectively reducing false 
negatives compared to LSTM. SqueezeNet and PyramidNet 
also perform well, with FNRs of 0.145 and 0.172, respectively, 
demonstrating their abilities to minimize missed positive cases. 
MobileNet stands out with an impressive FNR of 0.140, 
indicating its proficiency in reducing false negatives relative to 
other conventional methods. However, the LSTM+LinkNet 
model surpasses all these methods with a notably lower FNR 
of 0.100, underscoring its superior capability in reducing 
missed positive cases in lung cancer classification tasks. 

3) Analysis on other measures: In Fig. 9, a comparative 

analysis evaluates the LSTM+LinkNet approach against 

several other methods—LSTM, LinkNet, SqueezeNet, 

PyramidNet, and MobileNet—for lung cancer classification 

based on different performance measures. With 60% of the 
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training data, the LSTM+LinkNet achieves the highest 

Negative Predictive Value (NPV) of 0.901, indicating its 

exceptional accuracy in predicting negative cases compared to 

the other methods. MobileNet follows closely with an NPV of 

0.888, while LSTM, LinkNet, SqueezeNet, and PyramidNet 

show slightly lower NPV values, ranging from 0.854 to 0.869. 

As the percentage of training data increases, the 

LSTM+LinkNet consistently maintains its lead in NPV. At 

90% training data, it reaches the highest NPV of 0.950, 

demonstrating its effectiveness in accurately identifying 

negative cases even with more extensive training data. 

 

Fig. 9. Other Metric assessment on LSTM+LinkNet and conventional 

methods. 

At 90% training data utilization, each lung cancer 
classification method exhibits distinct performance based on 
their F-measure values. The LSTM method achieves an F-
measure of 0.821, while LinkNet performs competitively with 
an F-measure of 0.866, reflecting its effectiveness in correctly 
classifying lung cancer cases. SqueezeNet closely follows with 
an F-measure of 0.857, showcasing its balanced performance 
with significant training data. PyramidNet achieves an F-
measure of 0.830, indicating a respectable balance between 
precision and recall. MobileNet shows improved performance 
compared to earlier stages, reaching an F-measure of 0.862. 
However, the LSTM+LinkNet method outperforms all others 
with the highest F-measure of 0.902, highlighting its superior 
ability to effectively classify lung cancer cases. 

F. Statistical Analysis on Accuracy 

The statistical evaluation comparing the LSTM+LinkNet 
model with LSTM, LinkNet, SqueezeNet, PyramidNet, and 
MobileNet for lung cancer classification is illustrated in Table 
II. Among the statistical metrics provided, the maximum 
statistical metric serves as a crucial indicator of the highest 
achievable performance level for each classification method in 
lung cancer detection. In this context, it represents the peak 
accuracy attained by each method across all trials. For instance, 
the LSTM+LinkNet attains the maximum accuracy of 0.935, 

suggesting that it can successfully classify lung cancer cases. 
When examining the median statistical metric for 
LSTM+LinkNet and conventional methods in lung cancer 
classification, distinct performance profiles emerge. With a 
accuracy of 91.1%, the LSTM+LinkNet model demonstrates 
its consistency in achieving high levels of accuracy in 
categorizing lung cancer cases.  The LSTM model, with an 
accuracy of 87.0%, showcases a consistent capability in 
classifying lung cancer. Similarly, LinkNet and SqueezeNet 
exhibit competitive performance, with accuracies of 86.4% and 
86.9% respectively, suggesting their efficacy in this domain. 
However, PyramidNet's slightly lower accuracy of 83.9% 
indicates a comparatively moderate performance level, albeit 
still within an acceptable range. MobileNet mirrors LSTM's 
performance with a median accuracy of 87.0%, further 
highlighting its stability in lung cancer classification tasks. 

TABLE II.  STATISTICAL ASSESSMENT ON ACCURACY FOR LUNG CANCER 

CLASSIFICATION 

Methods 
Minimu

m 
Maximum 

Mea

n 

Media

n 

Standard 

Deviatio

n 

LSTM 0.814 0.880 0.858 0.870 0.027 

SqueezeNet 0.811 0.905 0.863 0.869 0.035 

PyramidNet 0.806 0.886 0.842 0.839 0.029 

LinkNet 0.826 0.911 0.866 0.864 0.031 

MobileNet 0.852 0.908 0.875 0.870 0.022 

LSTM+Link

Net 
0.868 0.935 0.906 0.911 0.026 

G.  Computation Time Analysis 

Table III describes the computation time analysis on 
LSTM+LinkNet and conventional methodologies for lung 
cancer classification. The computation time examination offers 
valuable insights into the efficiency of various approaches for 
lung cancer classification. Among the evaluated methods, the 
LSTM+LinkNet stands out with the shortest computation time 
of 62.978s, demonstrating its ability to swiftly process and 
classify lung cancer cases. In comparison, the LSTM method 
requires 71.849s, LinkNet takes 78.374s, SqueezeNet demands 
85.243s, PyramidNet consumes 92.117s, and MobileNet 
necessitates the longest computation time at 97.842s. This data 
suggests that the LSTM+LinkNet method offers notable 
efficiency gains in processing time compared to several other 
methods for expedited lung cancer classification tasks. 

TABLE III.  ANALYSIS ON COMPUTATION TIME 

Methods Computation Time(s) 

LSTM 71.849 

LinkNet 78.374 

SqueezeNet 85.243 

PyramidNet 92.117 

MobileNet 97.842 

LSTM+LinkNet 62.978 
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V. CONCLUSION 

In this work, the proposed method presents a novel and 
effective approach for lung cancer segmentation and 
classification, addressing critical challenges in medical 
imaging analysis. The suggested framework combines a hybrid 
classifier that integrates LSTM and LinkNet for classification, 
an Improved SegNet architecture for segmentation, and 
Gaussian filtering for preprocessing to achieve high accuracy 
and robustness in identifying and classifying lung cancer 
nodules from CT images. The experimental results illustrate 
how well the suggested strategy performs in comparison to 
current methods, highlighting its potential to help clinicians 
with lung cancer patients' early diagnosis, treatment planning, 
and follow-up. With 90% training data, it reaches an accuracy 
of 0.935, the highest among all methods. LSTM has a 
specificity of 0.860, indicating its ability to correctly identify 
true negatives. LinkNet performs slightly better with a 
specificity of 0.870. SqueezeNet's specificity is 0.858, while 
PyramidNet's is 0.855, both closely trailing LinkNet. 
MobileNet outperforms these with a specificity of 0.889, 
demonstrating its proficiency in identifying true negatives. 
Notably, the LSTM+LinkNet model exceeds all conventional 
methods with a specificity of 0.901, highlighting its superior 
performance in correctly identifying true negatives in lung 
cancer classification tasks even with 60% of the training data. 
As the training data increases, the superiority of 
LSTM+LinkNet becomes more pronounced. With its 
promising results and significant contributions to the field of 
computer-aided diagnosis, the proposed method represents a 
valuable tool for improving patient outcomes and advancing 
research in lung cancer detection and management. 
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