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Abstract—During UAV inspections of transmission lines, 

inspectors often encounter long distance and obstructed targets. 

However, existing detection algorithms tend to be less accurate 

when trying to detect these targets. Existing algorithms perform 

inadequately in handling long-distance and occluded targets, 

lacking effective detection capabilities for small objects and 

complex backgrounds. Therefore, we propose an improved 

YOLOv8-based YOLO-T algorithm for detecting multiple 

targets on transmission lines, optimized using transfer learning. 

Firstly, the model is lightweight while ensuring detection 

accuracy by replacing the original convolution block in the C2f 

module of the neck network with Ghost convolution. Secondly, to 

improve the target detection ability of the model, the C2f module 

in the backbone network is replaced with the Contextual 

Transformer module. Then, the feature extraction of the model is 

improved by integrating the Attention module and the residual 

edge on the SPPF (Spatial Pyramid Pooling-Fast). Finally, we 

introduce a new shallow feature layer to enable multi-scale 

feature fusion, optimizing the model detection accuracy for small 

and obscured objects. Parameters and GFLOPs are conserved by 

using the Add operation instead of the Concat operation. The 

experiment reveals that the enhanced algorithm achieves a mean 

detection accuracy of 97.19% on the transmission line dataset, 

which is 2.03% higher than the baseline YOLOv8 algorithm. It 

can also effectively detect small and occluded targets at long 

distances with a high FPS (98.91 frames/s). 

Keywords—Transmission line inspection; contextual 

transformer; attention mechanism; ghost convolution 

I. INTRODUCTION 

Given their role as the main channel for transmitting 
electricity from power plants to consumers, the importance of 
transmission lines cannot be overlooked. Conducting timely 
inspections to detect defects and other problems is crucial to 
improving line operation safety, extending service life, and 
reducing the incidence of accidents [1, 2]. With the 
construction of the smart grid in full swing, the length of 
overhead transmission lines is increasing. As the demands for 
intelligent transmission line inspections continue to increase, 
drones are increasingly replacing manual labor for these 
inspections [3–5]. However, a large number of images 
collected by UAV inspection are mainly inspected manually or 
using traditional image processing techniques, which are 
inefficient and have poor detection accuracy [6, 7]. With the 
development of Double-stage detection strategies represented 
by the R-CNN series [8–10] and Single-stage object detection 
methods represented by SSD [11] (Single Shot Multi-Box 
Detector) and YOLO [12–17] (You Only Look Once), the 
problems of traditional algorithms, such as slow speed and 

weak robustness, have been solved, providing a new approach 
for UAV inspection [18]. 

To achieve a lightweight network and facilitate model 
deployment on embedded platforms [19], Han et al. [20] 
proposed an improved Tiny-YOLOv4 for insulator aerial 
image detection and damage recognition. By incorporating 
ECA-Net into the multi-scale feature fusion layer, the 
complexity of YOLOv4 is simplified, balancing detection 
speed and accuracy. Qiu et al. [21] employed a lighter 
MobileNets network in place of CSPDarkNet53 in the 
YOLOv4 model and adjusted the width multiplier in the bi-
directional Path Aggregation Network (PANet) for network 
lightweighting. Based on the YOLOv5 network, Li et al. [22] 
used BiFPN (bi-directional feature pyramid network) to replace 
the original PANet to improve feature fusion capability, and 
used DIoU to substitute the initial CIoU loss function. Through 
sparse regularization, the scaling factor is used to filter out 
unimportant channels and prune them. Subsequently, the 
model's detection accuracy is restored to its prepruning level 
through secondary training. Although these studies primarily 
focus on insulators and their defects, they overlook common 
issues such as the detection of small and occluded targets. 
Kang et al. [23] introduced an algorithm for detecting multiple 
defects in insulators by combining a weighted bidirectional 
feature pyramid (CAT-BiFPN) with an attention mechanism. 
Despite the model's performance on small targets is improved 
by constructing a new CAT-BiFPN, adding and subtracting 
new detection layers and adding a hybrid module of attention 
and convolution, the mAP is only 93.9%, which still has room 
for improvement. Moreover, the high parameter count of the 
model hinders its detection speed. 

In response to these challenges, this paper presents a 
lightweight YOLO-T algorithm for multi-target detection on 
transmission lines. To enhance the precision and speed of 
algorithm detection, the following aspects need to be 
addressed: 

1) To achieve lightweighting of the model and improve its 

detection efficiency, Ghost convolution should replace 

ordinary convolution in the C2f module of the neck network. 

2) To enhance the backbone network's proficiency in 

extracting critical features, the following measures should be 

taken: replace the C2f module with the Contextual 

Transformer feature extraction module, introduce the SE 

attention module, optimize the structure of the SPPF, and 

implement other optimization measures. 
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3) To elevate the model’s performance in identifying 

small and hidden targets, additional measures are required 

such as adding a new shallow feature layer for combining 

multi-scale features to boost the neck network and other 

relevant methods. 

II. PROPOSED METHOD 

In January 2023 Ultralytics released the YOLOv8 
algorithm on GitHub [24], and its network structure follows the 
previous network structure of YOLOv5, which still includes 
four parts: Input, Backbone, Neck and Head. Specifically, the 
Input part mainly adopts Mosaic data enhancement, adaptive 
anchor frame computation and adaptive gray scale filling, etc. 
The Backbone part is the backbone network, which mainly 
composed of Conv, C2f, and SPPF modules. YOLOv8 initially 
replaced the C3 module with the C2f module. By using more 
branches connected across layers, the gradient flow of the 
model is enriched to form a neural network module with 
superior feature expression capability. The neck section aims to 
enhance the feature extraction network, and still adopts the 
FPN-PANet structure to strengthen the network's ability to 
blend features from varying scales. Head is used as the 
classifier and regressor of YOLOv8, which decouples the 
classification and detection processes separately. Meanwhile, 
the anchor-based approach is replaced by an anchor-free 
approach. These improvements and optimizations allow the 
YOLOv8 algorithm to show better performance and accuracy 
in identifying targets. 

YOLOv8 divides the detection network into five versions: 
n, s, m, l and x according to the dimensions of the network's 
width and depth. The application in this paper requires a more 
lightweight model, so this experiment utilizes YOLOv8n as the 
base model. Although the YOLOv8 algorithm incorporates 
many new improvements and has made great progress in target 
detection, it has greatly increased the detection difficulty due to 
the small target of transmission line inspection, the complex 
background and the frequent problem of the detection target 
being obscured. Therefore, to enhance the detection precision 
and efficiency for long-distance small targets and obscured 
targets, this study proposes a YOLO-T transmission line multi-
target detection model based on the improved YOLOv8, whose 
network structure is shown in Fig. 1. 

As depicted in Fig. 1, in the section of the backbone 
network, the C2f module is substituted by the Contextual 
Transformer module for feature extraction purposes, and the 
SE Attention module is added after it. At the same time, the 
SPPF structure is optimized to construct the SPPF-C module, 
to augment the backbone network's feature extraction 
capabilities for key features. Within the neck network, C2f-G 
lightens the feature extraction module and replaces the Concat 
operation with the Add operation to achieve model lightness 
and enhance detection efficiency. Finally, the PANet-Z multi-
scale feature fusion module is constructed by adding new 
shallow feature layers to enhance the model's capability to 
detect small-sized targets and objects obscured by occlusion. 
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Fig. 1. Structure of the YOLO-T network. 

A. C2f-G Lightweight Feature Extraction Module 

Although YOLOv8n is a more lightweight model, for 
embedded devices, further lightweighting of the network is still 
required to achieve a higher detection speed. The C2f module, 
as an important part of the YOLOv8 network, can be optimized 
to achieve the lightweighting of the model. Therefore, the 
ordinary volume in the C2f module in the neck network is 
replaced with Ghost Convolution [25] (GConv), and the 
product constructs the C2f-G module to decrease the model's 
parameter count and computational overhead. Its structure is 
shown in Fig. 2. 
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Fig. 2. C2f-G module. 

Initially, ghost convolution employs a small set of 
convolution kernels to extract features from the input feature 
maps, then performs cheaper linear transformation operations 
on some of the extracted feature maps, and finally generates 
the final feature maps through splicing operations. By this 
method, the model’s demand for computational resources is 
effectively reduced, while accurate feature extraction of the 
input feature maps is realized. The input feature layer is 
normally convolved to generate an m H W    feature layer. 

Taking the Ghost convolution with  ( 1) ( 1) /m s C s s      

d d  linear kernels as an example, in order to complete a 

feature maps, each feature needs to be cheaply linearly 
transformed once to get s “phantom” feature maps, where 

´C m s  , 
K Kd d D D     , s C  . The structure of 

ordinary convolution and Ghost convolution is shown in Fig. 3. 
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Fig. 3. Traditional Convolutional and Ghost Convolutional. Fig. 3(a) 

represents the traditional convolution module, while Fig. 3(b) represents the 

Ghost convolution module. 

In Fig. 3, the input feature layer of convolution is 

C H W   , the output feature layer is ´ ´ ´C H W   , and 

the convolution kernel size is k k  , where C, H, W specify 

the input feature map's number of channels, height, and width, 
and C’, H’, W’ denote the number of channels, height, and 
width of the output feature map, respectively. The formulas for 
the number of parameters and GFLOPs for Traditional 
Convolution and Ghost Convolution are shown in Eq. (1)–(4). 

´C C k kP C       (1) 

´ ´ ´CU k k C H WC                (2) 

GP C m k k m n d d              (3) 

        ( 1)

GU k k C H W m

H W m d d s

      

       
  (4) 

where, 
CP  , 

CU  are the parameters and the computational 

burden associated with traditional convolution. 
GP  ,  

GU  are the 

number of parameters and GFLOPs amount of Ghost 
convolution, respectively. According to the above formula, the 
ratio of the number of parameters and GFLOPs amount of 
Ghost convolution to ordinary convolution can be calculated as: 

´ ´

1

´

G

C sC C

P

k

m m n d d m

P k CC 

 
     (5) 

1 1 1G

C

U s dd

U s Cs kk s


     (6) 

Here, it can be seen that the ratio of the quantity of 
parameters and GFLOPs obtained from the traditional 
convolution to the Ghost convolution is inversely proportional 
to the count of phantom feature maps, i.e., as the number of the 
Ghost feature maps increases, Ghost Convolution requires 
fewer parameters and GFLOPs than Traditional Convolution. 
The quantity of parameters and GFLOPs is minimized when 
traditional convolution is skipped and linear operations are 
directly used to generate the Ghost feature maps. 

B. CoT Feature Extraction Module 

Transformer structures with self-attention have sparked a 
revolution in the realm of natural language processing, and 
have achieved outstanding results in multiple computer vision 
tasks over the past few years. Nevertheless, the majority of 
current designs employ self-attention directly on 2D feature 
maps to acquire attention matrices from isolated query-key 
pairs at every spatial position, thereby missing the opportunity 
to leverage the abundant contextual information among 
adjacent key pairs. In contrast, the CoT (Contextual 
Transformer) [26] module is a novel Transformer style module 
that can efficiently address the aforementioned issue. The 
module structure of CoT is shown in Fig. 4. 
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Fig. 4. Contextual Transformer module. 

As shown in Fig. 4, the CoT module first encodes the input 
keys by contextualizing the convolution to obtain a static 
contextual representation of the input. The encoded keys are 
then further connected to the input query through two 
successive convolutions to learn the dynamic multi-head 
attention matrix. The learned attention matrix is then multiplied 
by the input values to realize the dynamic contextual 
representation of the input. Finally, the result of the fusion of 
static and dynamic contextual representations is used as the 
final output. In this design, the utilization of contextual 
information between input keys guides the learning process of 
the dynamic attention matrix, leading to enhanced visual 
representation. Therefore, in the backbone network, the C2f 
module is substituted with the CoT module. 

C. SE Attention Module 

Deepening of the network layers will lead to partial loss of 
texture information and contour information of small targets 
such as insulators at longer distances, which will lead to poor 
detection of the model. To address the above problems, this 
article adds a Squeeze-and-Excitation Networks (SE) [27] 
behind the effective feature layer of the backbone network and 
down-sampling of the neck network to highlight the key 
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characteristics and weaken irrelevant information, to improve 
the characterization capacity of the network and improve the 
model’s ability to detect small targets at a long distance. The 
SE Attention Module is depicted in Fig. 5. 
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Fig. 5. SE attention module. 

The importance of each channel is automatically learned by 
SE, and enhances the significant features and suppresses the 
non-significant features according to the importance. To 
confirm the effectiveness and superiority of the SE attention 
module added in this paper, the Efficient Channel Attention 
(ECA) [28] and Convolutional Block Attention Module 
(CBAM)[29] are inserted into the effective feature layer of the 
backbone network and behind the down-sampling of the neck 
network, respectively. Experiments were performed, and the 
results are displayed in Table I. 

TABLE I.  EXPERIMENTAL RESULTS OF DIFFERENT ATTENTION 

MECHANISMS 

Attention 

Module 

AP (%) 
mAP (%) 

Insulator Defect Nest Grading 

SE 93.97 98.15 95.69 97.20 96.25 

ECA 94.21 97.73 95.22 96.72 95.97 

CBAM 92.42 97.93 94.78 96.63 95.44 

The results in Table I indicate that the inclusion of the SE 
attention module produces the optimal detection performance. 
Faced with the four types of detection targets studied in this 
paper, the AP values of the other three types of targets with the 
addition of the SE attention module are the highest except for 
the insulators, and the mAP value reaches 96.25%, which 
proves the effectiveness of the SE attention module. 

D. SPPF-C Module 

The SPPF module enhances the model's detection accuracy 
by applying pooling operations to feature maps of various 
scales, without altering their size. In this paper, to achieve an 
even greater level of detection accuracy with the model for the 
targets to be detected on transmission lines, we introduce a 
separate convolutional structure based on the SPPF structure 
and stack it with the results after the SPPF processing. The 
structure of the improved SPPF-C network is illustrated in Fig. 
6. 

E. PANet-Z Multiscale Feature Fusion Module 

To maximize the use of shallow and deep semantic 

features, this article designs a PANet-Z feature fusion structure 

to improve the effectiveness of the model in detecting small 

and occluded targets at long range. The original PANet 

structure achieves channel information fusion by stacking two 

feature maps using the Concat operation to obtain rich 

semantic features. However, this operation increases the 

dimension of the feature maps, leading to an increase in 

computation. In neck networks, whose input feature maps are 

provided by the backbone feature extraction network, semantic 

in-formation with high similarity already exists, so in this 

paper, we utilize the Add operation in place of the Concat 

operation to save parameters and GFLOPs. In order to enable 

the Add operation, we use a depth-separable convolution to 

downscale the 1024 × 1024 feature layer, and also need to 

adjust the input and output dimensions of the neck C2f module. 

The PANet-Z structure is shown in Fig. 7. 
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Fig. 6. SPPF-C module. 

Add+C2f

Add+C2f

Concat+C2f

Concat+C2f

UpSampling

UpSampling

DConv

DConv

Head

Head

Head

SE_Net

SE_Net

SE_Net

SE_Net

SE_Net

SE_Net

UpSampling

Add+C2f DConv

SE_Net

Concat+C2f

DConv

 
Fig. 7. PANet-Z module. 

III. EXPERIMENTAL PREPARATIONS  

A. Experimental Environment 

The experiments described in this paper utilize the 64-bit 
Windows 10 operating system, the CORE i5 12490F processor, 
the RTX 3060 12GB graphics card model, with CUDA11.7 
and cudnn8.8.0.121. Using Python3.9.7 programming 
language, PyTorch2.0 environment of the deep learning 
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framework, selecting Anaconda3 to configure the development 
environment and use PyCharm for development. 

B. Datasets 

In this paper, we study four detection targets, namely, 
transmission line insulators, insulator defects, voltage 
equalizing ring dataset, and bird nests in transmission line 
towers, which are locally enlarged as depicted in Fig. 8. 

  
(a) (b) 

  
(c) (d) 

Fig. 8. Detect the target instance. (a) insulator; (b) insulator defect; (c) nest; 

(d) grading. 

There are a total of 1308 images for the four detection 
targets in Fig. 8, some of which are from the publicly available 
Chinese Power Line Insulator Dataset [30], and some are 
images collected online. Because the number of labels for bird 
nest and insulator defects is small, only 568 and 843, and the 
defect samples are not balanced, the images containing the 
labels for bird nest and insulator defects are selected to expand 
them. By modeling different weather conditions, setting 
different exposure values and other operations to expand the 
data set, a total of 3239 images were generated, and the number 
of each label after expansion is shown in Table Ⅱ. In the 
dataset, 20% of the images are randomly chosen to be tested at 
a later stage, while the remaining 80% are utilized for model 
training. 

TABLE II.  NUMBER OF VARIOUS LABELS IN THE DATASET 

Label Types 
Number of Original 

Labels 

Number of Labels after 

Expansion 

insulator 1935 3540 

defect 845 2601 

grading 1483 2785 

nest 568 2576 

total 4831 11,502 

C. Evaluation Metrics 

The criteria for experimental evaluation are mainly 
precision (P), recall (R), average precision (AP) and mean 
average precision (mAP) for each type of target. Precision 
evaluates the fraction of accurately predicted positive samples 
out of all samples predicted as positive, Recall is determined 
by the proportion of accurately predicted targets among all 
targets. mAP represents the mean of the AP values across 
classes, with a range between 0 and 1. A greater mAP signifies 

superior model performance. The calculation formula is 
specifically outlined as follows: 

P

P P
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T F
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where: TP represents the count of samples identified as 
positive by the model that are indeed positive samples 
themselves; FP is the count of samples that the model identifies 
as positive samples that are themselves negative samples; FN 
signifies the quantity of samples identified as negative by the 
model, which are false negative samples; n signifies the total 
count of classifications; and APi is the AP value of the class i 
label. 

D. Setting of Model Parameters 

During the training process, transfer learning is employed 
to expedite model convergence and achieve improved 
accuracy. The training input image resolution is 608 × 608, the 
Adam optimizer is employed with an initial learning rate of 
0.01, and cosine annealing is utilized to decay the learning rate. 
A total of 200 epochs are dedicated to training the model, with 
the freezing training epoch set to 50, and utilizing a batch size 
of 32. The unfreezing training epoch is set to 150, and the 
batch size is 16. The proportion of HSV-Saturation 
enhancement for images is set to 0.7, and the proportion of 
HSV-Value enhancement is set to 0.4. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

Fig. 9 displays several detection outcomes for small targets 
and occluded fabric markers, where (a) depicts the detection 
result of YOLOv8n and (b) illustrates the detection result of 
YOLO-T. Non-maximum suppression is employed as a post-
processing technique during inference, with the confidence 
threshold set to 0.5 and the IoU threshold set to 0.5. Based on 
the detection results, it is evident that the original YOLOv8n 
algorithm exists in the case of leakage and misdetection, and 
the YOLO-T algorithm can be very well detected by a variety 
of targets. Furthermore, the FPS of the YOLO-T algorithm on 
RTX 3060 12G memory can reach 98.91 frames/s, which 
effectively satisfies the need for real-time detection. 

A. Ablation Studies 

In order to assess the effectiveness of the refined approach 
proposed in this paper, multi-group ablation experiments are 
conducted with the same training set, test set, experimental 
environment and model training parameters, and  the resulting 
outcomes are presented in Table Ⅲ. 
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(a) (b) 

Fig. 9. Effect diagram of transmission line target detection. (a) YOLOv8n; (b) YOLO-T. 

TABLE III.  EXPERIMENTAL ABLATION RESULTS 

Models 
AP0.5 (%) 

mAP0.5 (%) mAP0.75 (%) 
P 

(%) 
R 

(%) 
Parameter (M) GFLOPs (G) 

Insulator Defect Nest Grading 

YOLOv8n 92.36 97.79 94.50 95.97 95.16 78.18 98.03 88.43 3.012 7.398 

YOLOv8n-A 90.72 98.07 94.22 95.67 94.68 76.44 98.17 85.64 2.756 6.916 

YOLOv8n-B 93.57 98.06 95.19 96.92 95.93 78.45 98.31 89.05 2.588 6.486 

YOLOv8n-C 94.15 98.23 95.04 96.73 96.04 80.41 98.47 90.15 2.601 6.487 

YOLOv8n-D 95.03 98.37 95.78 97.49 96.67 81.19 98.47 91.00 2.602 6.488 

YOLO-T 96.19 97.82 96.83 97.93 97.19 82.55 98.49 92.70 2.550 6.715 
 

Based on the information provided in Table Ⅲ, it is evident 
that YOLOv8n-A is an improvement of the C2f module of the 
neck network part of the baseline YOLOv8n algorithm, and the 
C2f-G module is constructed. According to the experimental 
results, the model's mAP0.5 decreased by 0.48%, but the 
parameters and GFLOPs were reduced by 0.744M and 0.482G, 
respectively, thus achieving a lighter model. YOLOv8n-B adds 
the CoT module based on YOLOv8n-A. Experiments show 
that the mAP0.5 of the model after adding the CoT module 
reaches 95.93%, which compensates for the impact of Ghost 
convolution on the model's detection accuracy. YOLOv8n-C is 
YOLOv8n-B based on the addition of the SE attention module 
after the effective feature layer of the output and the down-
sampling operation of the neck network, which makes the 
mAP0.5 of the model reach 96.04% without increasing the 
complexity of the model almost 96.04%. YOLOv8n-D is 
constructed on the basis of YOLOv8n-C by improving the 
SPPF structure. According to the experimental results, the AP 
value of the YOLOv8n-D algorithm for all kinds of defect 
detection exceeds 95%, and mAP0.5 reaches 96.67%. Finally, 
the total parameters and the GFLOPs amount of the YOLO-T 
(C2f-G + CoT + SE + SPPF-C + PANet-Z) model proposed in 

this paper are reduced by 0.462M and 0.683G compared to the 
YOLOv8 baseline algorithm, and the AP values for all types of 
defects reach more than 96%, and mAP0.5 reaches 97.19%, 
which is an improvement over the baseline YOLOv8n model 
by 2.03%. The effectiveness of the improvement measures 
proposed in this paper was confirmed by the ablation 
experiments. 

B. Comparative Testing of Different Models 

To confirm the progress of the algorithm introduced in this 
paper, four different target detection models, YOLOv5s, 
YOLOv7, YOLOv8n and YOLOv8s, are also constructed for 
comparison and trained under the same experimental 
conditions and parameter settings. The detailed experimental 
results are presented in Table Ⅳ. Fig. 10 shows visualization 
examples of various algorithms in the transmission line dataset. 
From the visualization comparison in Fig. 10, it can be clearly 
observed that YOLO-T has better detection performance for 
long-distance targets and occluded targets. 
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TABLE IV.  COMPARISON OF DIFFERENT MODEL TEST RESULTS 

Models mAP0.5 (%) mAP0.75 (%) Parameters (M) GFLOPs (G) 

YOLOv5s 91.24 67.10 7.072 14.893 

YOLOv7 94.87 78.25 37.211 94.911 

YOLOv8s 95.59 80.67 11.137 25.860 

YOLOv8n 95.16 78.18 3.012 7.398 

Ref. [23] 93.9 - 37.75 - 

YOLO-T 97.19 82.55 2.550 6.715 
 

  

(a) 

  

(b) 

  

(c) 

  

(d) 

  

(e) 

Fig. 10. Detection results of different algorithms. (a) YOLOv5s; (b) YOLOv7; 

(c) YOLOv8s; (d) YOLOv8n; (e) YOLO-T. 

V. DISCUSSION 

The data in Table Ⅳ reveal that the YOLOv5s algorithm 
has more parameters and GFLOPs than YOLOv8n, but the 
model has a lower mAP. It has a mAP0.5 that is 2.54% lower 
and a mAP0.75 that is 11.08% lower than that of YOLOv8n. 
Its mAP0.5 and mAP0.75 are 2.54% and 11.08% lower than 
those of YOLOv8n, respectively. Although the YOLOv7 
algorithm has a similar mAP to the YOLOv8n, but the model 
contains a larger quantity of parameters and GFLOPs which is 
nearly ten times larger than YOLOv8n. The YOLOv8 
algorithms gradually increase the parameters quantity and 
GFLOPs as the depth and width of the model become larger, 
leading to the growth of mAP. However, in the transmission 
line dataset of this article, YOLOv8s has only a 0.4% increase 
in mAP0.5 compared to YOLOv8n. Concurrently, the 
parameters quantity and GFLOPs of the model increases by 
about four times. In contrast, the YOLO-T algorithm proposed 
in this paper achieves an mAP0.5 of 97.19%, which is 2.03% 
higher than the baseline YOLOv8n algorithm and 1.6% higher 
than the YOLOv8s. Importantly, the model features fewer 
parameters and the amount of GFLOPs are also lower by 
8.587M and 19.145G. Comparative experiments prove that 
YOLO-T outperforms other algorithms in high transmission 
line multi-target detection, providing a valuable reference. 

The YOLO-T algorithm presented enhances small and 
occluded target detection at long distances but is limited by the 
dataset’s composition, where such targets are minimal. This 
limitation results in relatively low detection confidence for 
these targets, underscoring the necessity for optimization. To 
address this, expanding the dataset to include a broader 
spectrum of targets is recommended for future research, which 
could enrich training and allow for more extensive 
comparisons, essential for comprehensive high-voltage 
transmission line inspections. Additionally, since experiments 
have yet to be conducted with actual mobile drones, 
forthcoming studies should aim to deploy the refined model on 
embedded devices for enhanced multi-target detection on 
transmission lines, further honing the approach through 
practical application. 

VI. CONCLUSIONS 

To resolve the problem of low detection accuracy of long-
distance small targets and occluded targets encountered in 
UAV inspection, this paper presents a YOLO-T transmission 
line multi-target detection algorithm, built upon an improved 
YOLOv8. Experimentally, it is proved that Ghost convolution 
can well realize the lightweighting of the model with less loss 
of detection accuracy. The backbone network's feature 
extraction capability is improved by using the CoT feature 
extraction module. By incorporating the SE attention module 
and adding a residual edge to the SPPF, the network is better 
able to focus on relevant information. This augments the 
model’s feature extraction from small and occluded targets at a 
long range. Furthermore, the addition of a new shallow feature 
layer for multi-scale feature fusion enhances the model’s 
detection accuracy for small targets and occluded objects. 
Additionally, the Add operation helps save the model’s 
parameters and GFLOPs. The results of the experiments 
conducted on the transmission line inspection dataset show that 
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the mAP0.5 of the YOLO-T model can reach 97.19%, which is 
2.03% higher than that of the original YOLOv8n algorithm, 
and the FPS reaches 98.91 frames/s, which can realize the real-
time inspection of transmission lines. In addition, the parameter 
count of the YOLO-T model is only 2.55 M, which lays the 
foundation for the subsequent deployment on UAV embedded 
development board. 
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