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Abstract—In the recent years, Facial Expression Recognition
is one of the hot research topics among the researchers and
experts in the field of Computer Vision and Human Computer
Interaction. Traditional deep learning models have found it
difficult to process images that has occlusion, illumination and
pose dimensional properties, and also imbalances of various
datasets has led to large distinction in recognition rates, slow
speed of convergence and low accuracy. In this paper, we pro-
pose a hybrid Convolution Neural Networks-Bidirectional Long
Short Term Memory along with point multiplication attention
mechanism and Linear Discriminant analysis is incorporated to
tackle aforementioned non-frontal image properties with the help
of Median Filter and Global Contrast Normalization in data
preprocessing. Following this, DenseNet and Softmax is used
for reconstruction of images by enhancing feature maps with
essential information for classifying the images in the undertaken
input datasets i.e. FER2013 and CK+. The proposed model is
compared with other traditional models such as CNN-LSTM,
DSCNN-LSTM, CNN-BiLSTM and ACNN-LSTM in terms of
accuracy, precision, recall and F1 score. The proposed network
model achieved highest accuracy in classifying the facial images
on FER2013 dataset with 95.12% accuracy which is 3.1% higher
than CNN-LSTM, 2.7% higher than DSCNN-LSTM, 2% higher
than CNN-BiLSTM and 3.7% higher than ACNN-LSTM network
models, and the proposed model has achieved 98.98% of accuracy
with CK+ in classifying the images which is 5.1% higher than
CNN-LSTM, 5.7% higher than DSCNN-LSTM, 3.3% higher
than CNN-BiLSTM and 6.9% higher than ACNN-LSTM network
models in facial expression recognition.

Keywords—Facial expression recognition; occlusion; attention
mechanism; convolution neural networks; bidirectional long short
time memory

I. INTRODUCTION

In general, facial expression contains a vital non-verbal
communication of a human that includes eye contact, hand
gestures and etcetera. Basically, these factors convey their
emotion, inner thoughts, intention and mental states. This
has increased the interest among the scientists, researchers
and academicians on studying about human emotions and
expressions [1].Machine learning approaches play important
role in various kind of research works such as security, emotion
detection, natural disaster management, data protection and
monitoring [2], [3]. Human emotions play an important role in
both psychology and computer vision in which emotion is clas-
sified into categorical and dimensional respectively. In case of
categorical model, emotions are treated as happy, sad, neutral,
anger, fear, surprise and more whereas in dimensional model
emotion is treated as valence and arousal. Facial Expression
Recognition (FER) is part of computer vision with a lot of

practical applications and the number of studies on FER has
been increasing over the last two or more decades [4], [5].

In the past, Convolutional Neural Networks (CNN) was
very much successful in addressing this issue and performed
well in extracting features from the given input images. But,
CNN was suffering with issues like vanishing gradient and
decreasing the accuracy of deep networks [6]. Residual Neural
Networks (ResNet) was in introduced in 2015 by He and
Zhang et al. and which helped them to add residual learning
to CNN to tackle the issues faced by CNN [7]. A dataset can
have a variety of facial images with different poses, contrast,
brightness, dimensions, age and some of the images might have
unclear properties where some part of the face could be hidden
or occluded. For any given facial image, human’s expression
can be identified with its unblocked regions. When some
part of the facial image is blocked, the expression has to be
determined based on systematic part or other regions that are
highly visible or clear [8], [9]. Despite, the contributions and
the accuracy performance delivered by various deep learning
approaches for facial expression recognition, the classification
accuracy could still be improved with additional methods and
mechanisms [10].

To overcome these challenges, the concept of Attention
Mechanism (AM) was proposed in computer vision and there-
after used in natural language processing as well. The main
objective of having attention mechanism is to obtain richer
information from input facial images by paying more attention
to the key parts of image features [11]. The problem of infor-
mation redundancy and the loss of key features of the input
images can be prevented while using Attention Mechanism
(AM) along with deep neural networks [12].

In deep learning, attention mechanism is not only impor-
tant, but are ubiquitous, integral part and necessary element
in neural machine learning techniques. The main function
of this mechanism is to optimize the issue of learning the
desired target by non-uniformly weight the contributions of
input feature vectors [13].

Currently, the attention mechanism has a crucial role in
determining human perception and is applied successfully in
various fields of deep learning such as machine translation,
image generation and some other fields as well. There are
few many researches done on expression recognition using
attention mechanism [14]–[16].

This research work is aimed to predict the emotions of a
driver using CNN-BiLSTM approach. Section 2 discuss about
the existing works related to the topic of the study and section
3 introduces authors proposed approach and algorithms used
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in this study. Section 4 presents the experimentation results of
this study and results are compared with other works which is
followed by discussion and justification of this study. Finally,
the conclusion of this study is presented and future work of
the authors also presented.

II. RELATED WORK

In [17], Identity Aware CNN(IA-CNN) model was pro-
posed in which the importance is given to identity and ex-
pression, sensitive contrastive loses. This was considered to
reduce the variations in learning the information related to
identity and expression. In [18], end to end architecture was
proposed along with attention model. In [10], a novel Region
Attention Network (RAN) was proposed which was robust
with real world pose of images and occlusion variations in such
images. This approach was effective in capturing important
facial regions for occlusion and pose variant to deliver expected
results of Facial Expression Recognition.

In [19],a Region Aware Subnet (RASnet) that locates ex-
pression related regions using binary masks and those critical
regions are identified with coarse-to-fine granularity levels and
Expression Recognition subnet (ERSnet). The study has used
Multiple Attention mechanism learns discriminative features of
an input image and this MA block consists of hybrid attention
branch with many sub branches where region specific attention
is performed by each sub branch. In [20], the authors have
proposed Distract Your Attention Network (DAN) which con-
sists of three components: Feature Clustering Network (FCN)
Multi-head Cross Attention Network (MAN) and Attention
Fusion Network (AFN). To maximize class separability FCN
extracts robust features using large margin learning. MAN
builds attention maps on critical regions by simultaneously
attending multiple facial areas through instantiating multiple
attention heads. AFN fuses the created these attentions maps
and converts it into a comprehensive one.

In [19], the authors have proposed a Multiple Attention
Network with three components, namely, Multi-Branch Stack
Residual Network (MRN) which deploys attention heads on
critical facial regions to generate attention maps, Transitional
Attention Network (TAN) which learns objectives to maximize
class separability and Appropriate Cascade Structure (ACS)
which determines the appropriate construction method for
the model. In [21], the authors have suggested that attention
mechanism help to focus on more useful features, therefore,
they have proposed an end to end network with AM for auto-
matic facial expression recognition. For their experimentation
purposes, the study considered its own data set of 35 subjects
from different peoples between the age group of 20 to 25. In
total, the study had 26950 images that includes both RGB and
depth images. Local Binary Pattern (LBP) was adopted for
feature extraction and the results were compared with JAFFE,
CK+, FER2013 and Oulu-CASIA datasets.

In [22], the authors have proposed an RCLnet to recognize
wild facial expression which has high occlusion or illumination
using attention mechanism and LBP feature fusion method.
The proposed model had two branches: ResNet-CBAM, the
residual attention branch and local binary feature extraction
branch (RCL-Net). The study has performed validation on
for different datasets: FER2013, FERPLUS, CK+ and RAF-
DB datasets. In [9], authors proposed Attention based CNN

(ACNN) that could recognize information from occlusion
region of facial images and focus on un-occluded regions of
the same image. In the end, the model combines multiple rep-
resentations (each weighted via gate unit) from facial regions
of interest. The study has also used two types of CNN, namely,
patch based ACNN and global-local-based ACNN where the
experimentation results proved that their proposed model has
improved recognition accuracy for both occluded and non-
occluded facial images.

In [23], the authors have proposed an Enhanced CNN with
attention mechanism to recognize occluded facial images of
RAF-DB dataset and their experimentation results has achieved
86.2% of accuracy with patch based ECNN-AM and Global
Gated Unit (GG-U) which automatically weighs global facial
representations. In [24], the authors have developed Deep CNN
along with Binary Attention Mechanism (BAM) that is trained
with original pixel data characteristics. Data preparation was
done using Histogram of Oriented Gradients (HOG), dropout
and batch normalization along with L2 regularization was
employed to minimize the over fitting issue. The proposed
model has used FER2013 dataset to extract and examine the
performance of their approach with various metrics.

In [25], a Symmetric Speed up Robust Features (SURF)
framework was used to identify the hidden part of images by
critically locating a horizontal symmetric area and heteroge-
neous soft partitioning assigned weights for each part of the
input image recognition while training. The weighted image
was given as input to the trained network model to detect facial
expression recognition and the experimentation was performed
Cohn-Kanade (CK+) and FER2013 datasets. The results have
showed 7% to 8% improvement compared to other works.
In [26]–[28], ], AlexNet based Deep CNN was used to tune
the outputs obtained in three steps: the first two steps are in
training stages where frontal images of FER2013 dataset used
and the third stage included non-frontal image poses of the
same data set. The experimentation was conducted using VT-
KFER and 300W databases where the results have outplayed
other systems in expression recognition.

In [29], two layer based CNN-LSTM mechanism was
proposed which extracts rich information from important re-
gions of FER2013 and CK+ datasets. This approach has
outperformed some other methods like CNN-ALSTM, ACNN-
ALSTM and patch based ACNN. In [30], CNN-BiLSTM
model was proposed and was experimented on CK+ dataset
and to prevent over fitting data augmentation was incorporated.
This approach was compared with CNN and CNN-LSTM
models in terms of accuracy, and the proposed approach
returned improved results.

III. PROPOSED METHODOLOGY

Based on the observations from traditional Convolution
Neural Networks (CNN) and its performance on Facial Ex-
pression Recognition (FER), it is found that existing models
based on CNN fails to extract rich and useful information
from key parts of occluded, variety pose and blurred input
images. In our previous work, we have proposed CNN-LSTM
based hybrid modelto extract rich information from frontal
images along with point multiplication attention mechanism
to correctly identify the expression with improved accuracy.In
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this paper, we propose CNN-BiLSTM based hybrid model
with point multiplication attention mechanism, and some other
methods for the betterment of recognizing facial expressions
with improved accuracy. The proposed model consists of four
important components and the same is represented in Fig. 3.
The components are, namely, CNN, Bi-LSTM, Attention layer
and reconstruction and classification layer.

A. Data Preprocessing

CK+ dataset is a better organized dataset with quality
images since the quantity of images are very small when
compared with FER2013 dataset. Since FER2013 dataset
consists of large number of images, data preprocessing is
very important to obtain quality images with rich feature
information. In our first work, we only considered 7074 images
from FER2013 dataset which has both quality and resolution;
here, we consider the whole dataset. Thus, preprocessing is
performed by resizing images into 128*128 pixels, median
filters are used for noise removal and normalization is done
using Global Contrast Normalization (GCN).

Generally, a dataset contains images with different sizes
and with varying pixels. Hence, we resize the dataset images
into 128*128 pixels to ensure uniformity of images in the
dataset under study. Resizing of images include both enlarging
the size and reducing the size of an image through cropping.
To overcome the uncertainty or variations present in the image
such as brightness, color and etc., unwanted noise is removed
using Median Filters (MF). Median filter is a non linear op-
eration and commonly used to remove ‘salt and pepper’ noise
and it removes the noise and preserve edges simultaneously.
To deal with poor contrast image feature, GCN is used to
normalize the image to ensure uniform intensity with improved
visualization of an image. The basic operation of GCN is to
subtract each pixel value of an image with mean value and then
divides it with standard deviation. The equation is derived as
follows,

X ′
i,j,k = s

Xi,j,k − X̄

max

{
∈,

√
λ+ 1

3rc

∑r
i=1

∑c
j=1

∑3
k=1

(
Xi,j,k−X̄

)2
(1)

In equation (1), X represents the image and i,j,k represents
row, column and color depth of the image X and X̄ represents
the mean intensity of entire image.

B. Training of CNN

Considering the quantity of images we deal with the
datasets undertaken for this study, training those images is
a challenging task. Though K-Nearest Neighbor (KNN) and
Siamese are commonly used approaches, we have considered
a new center loss function from [31] for the enhancement of
discriminative power of the deeply learned features. For the
deep features of each image classes, the center is learnt while
training the dataset. During training, the distance between the
deep features and its class centers are minimized and updated
simultaneously. The update is done by using mini-batch since
updating centers of every class for each iteration is inefficient
and practically impossible.

Fig. 1. Mini-batch processing of dataset images.

When a researcher deal with large amount of images, the
model should ensure that the batch should be less than the
original dataset, yet effective in making batches. Iterations
are required to minimize the redundancy, thus computational
complexity can be reduced. Importantly, batches can operate
in even numbers i.e. from 2 to 2n . Fig. 1 represents the
working principle of mini-batch processing with the number
of iterations required in order to assign weights for landmarks
of the face with point multiplication mechanism.

Thus, for each iteration the center is computed only for
corresponding classes (not all centers are updated) and large
perturbations are avoided b adopting scalar factor ′α′ to control
the learning rate of the centers. This can be computed as
follows,

∂LC

∂xi
= xi − Cyi

(2)

∆Cj =

∑m
i=1 δ (yi = j) · (Cj − xi)

1 +
∑m

i=1 δ (yi = j)
(3)

where δ(condition)=1 if the condition is satisfied and
δ(condition)=0 if not, importantly the value of α is restricted
between [0,1]. For discriminative feature learning purpose, this
study has considered ‘joint supervision’ of softmax loss and
center lossL = LS + λLC to train CNN model. The equation
is given as,

L = −
m∑
i=1

log
eW

T
yi

xi+byi∑n
j=1 e

WT
j
xi+b

+
λ

2

m∑
i=1

∥xi − Cyi
∥22 (4)

To balance both center loss and softmax loss, ′λ′ scalar
function is used for the better training of CNN.

C. Network Architecture of Proposed Approach

In this part of the paper, we propose hybrid CNN-BiLSTM
model with point multiplication Attention Mechanism along
with Linear Discriminant Analysis method for efficient fa-
cial expression recognition with improved accuracy and other
matrices. The proposed approach consists of following com-
ponents: Data preprocessing, CNN with Feature Extraction,
BiLSTM with Attention Mechanism followed by dimension-
ality reduction using LDA, the reconstruction module with
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DenseNet. Finally, the classification module uses Softmax
which categorizes the classes of images with respective expres-
sion. Fig. 2 represents the network architecture of our proposed
work.

The Network is composed of seven layer convolution
neural network with four convolution layer and three down-
sampling layers. The parameters of each CNN layer is set with
following convolution kernels: (1*1, 32), (5*5, 32), (3*3, 32)
and (3*3, 64) respectively. In the convolution layer setup is
in (N*N, K) where N*N represents number of convolutions
performed and K (32, 64) represents the number of feature
maps created. This layer of the network model aims to extract
abstract features from the local region of the facial expression
images, and generates and serializes the feature vector which
is fed to BiLSTM network as an input. The layer begins
with C1 that performs point-by-point convolution on the input
image with 1*1 convolution kernel. This not only helps to
improve the feature representation ability but also beneficial
to increase the non-linear representation of the input as well.
Since, 1*1 convolutions have few parameters the network
calculation complexity can be reduced too. The pooling layer
employs the method of maximum-pooling to perform further
extraction on the input which identifies and returns strongest
features. Thus, the computational complexity is reduced along
with the resolution of the feature map using local aggregation
function.

Fig. 2. Architecture of proposed CNN with attention mechanism based
LSTM.

D. Bidirectional Long Short Term Memory

The core idea of LSTM is the state with few linear
interactions and it also uses internal mechanism refereed as
‘gate’ to regulate the flow of information by determining what
data to retain and what data to discard using forward and
backward layer. Fig. 3 represents the Bi-LSTM model used
in this paper that consists of a forward LSTM and backward
LSTM network layers. Bi-LSTM helps in getting time series
information of difference images as it deals with images that
are taken at different periods and different angles. When such
information is fully considered, obtaining time series feature

vectors is trustworthy and the same will be forwarded to the
attention mechanism module of our proposed approach.

This model assumes six shared weights w1 to w6 that are
calculated in the forward layer from time 1 to t and the output
ht is obtained and saved. In the same way, reverse process
was performed to obtain h′

t in the backward layer and then
the final output Ot is obtained by combining both forward and
backward layer outputs. The following equations represent the
whole process.

ht = (w1xt + w2ht−1) (5)

h′
t =

(
w3xt + w5h

′
t+1

)
(6)

Ot = g (w4ht + w6h
′
t) (7)

Fig. 3. Bi-LSTM Structure of proposed approach.

By extracting sequence features from the images of under-
taken datasets (FER2013 and CK+), the context relationship
of the sequence is automatically generated which not only
helps in increasing the amount of information to the network
model, but also helps in improving the accuracy of facial image
expression recognition.

E. Attention Layer

In general, attention layer increases the weight of useful
features that are identified in both frontal and non-frontal
images of the dataset (especially occluded, complex and
blurred images). Upon identifying important features, this
layer encourages the network to focus more on such vital
features that in return help the network model to recognize
and classify the facial expression images more accurately [21]
Mainly, the concept of attention layer is inspired by the special
attention paid by humans when required, but in computer
vision, it represents a weighted mean function. This layer
takes three parameters as inputs: the query, the values and the
keys. Normalization of attention vector dV is completed using
softmax activation function, yet attention mechanism equation
is a hyper-parameter [32], [33]. The relevant equations and
algorithm is presented in algorithm 1.This attention module
focuses more on the useful features and increases its weights
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to enhance the efficiency of the model to recognize different
expressions present on input images.

Algorithm 1: Point Multiplication Attention Mechanism

INPUT: Image sequence variations from BiLSTM
OUTPUT: Attention Vector Maps

BEGIN
FOR each hidden image sequence variations
L = {L1, L2, . . . . . . . . . LN−1, LN} at moment n
Initiate random weight matrix W and Value matrix V
IF W ≤ W6 then
Compute learned key matrix KL = tanhVW a

//where V = value matrx and W a = weight factor

ENDIF
WHILE (L! = 0)
Find current key matrix Kc = ||qCv∥
// where q = query and Cv = current key value
Compute normalized weight vector d = softmax

(
qKT

)
Compute Attention Vector a = d ∗ V
END WHILE
END FOR
END

F. Dimensionality Reduction with Classification

The objective of this layer is to classify the weighted
features fused by the attention layer. This is achieved by
reducing the dimensionality of those features into number of
expression categories considered in this study i.e. 7 (anger,
disgust, fear, happy, surprise, sad and neutral). Dimensionality
reduction is the process of transforming high dimensional data
features into lower dimensions which will still retain the rich
and essential features of original data. These high dimen-
sional data needs to be reduced as the model’s performance
might gradually decrease as the number of features increases
[34] . Thus, our proposed model utilizes Linear Discriminant
Analysis (LDA) as it achieves both dimensionality reduction
and classification to optimize the distinction between various
classes (7 classes) within the dataset under study i.e. FER2013
and CK+ datasets using linear combination of features. The
dimensionality reduction using LDA is as follows:

Step 1: In original space, for different kind of facial images
calculate average sample values where total number is denoted
as C.xij represents the jth objects of the ith class sample

Si =
1

Ni

Ni∑
j=1

xij · xij ∈ Rd, where i = 1, 2, 3 . . . .C. (8)

m =

C∑
i=1

pimi (9)

Step 2: For each class, calculate covariance matrix

Ci =
1

Ni

Ni∑
j=1

(xij −mi) · (xij −mi)
T (10)

Step 3: Calculate scatter matrices within and between
classes

SB =

C∑
i=1

pi (mi−m) · (mi−m)
T (11)

SW =

c∑
i=1

Ci (12)

Step 4: To get projection vectors, compute Eigen vector of
matrix S−1

W SB to obtain reduced data.

With these rich features, attention map is created as a
final output of this module which is fed as an input to the
DenseNet for reconstruction purposes. With DenseNet, the
reconstruction module producesnew enhanced feature maps
with narrow layersand reduced redundancy as an output with
an activation function xl = Hl ([x0, x1, . . . . . . , xl−1]). Unlike
ResNet, DenseNet concatenates the incoming feature maps
with the output feature maps instead of summing up them.
These new feature maps are forwarded to classification module
i.e. to fully connected layers with softmax that performs final
classification of facial expression on images. Batch normal-
ization is employed after each layer to overcome over fitting
issue and to speed up the convergence of network. Softmax
activation function is effective and it transforms any integer
or fraction values and transforms them between 0 and 1. Full
softmax variant is used in this paper since the study deal with
multiple classes (7 classes).

IV. EXPERIMENTATION RESULTS

For this research study, we have considered two commonly
used datasets, namely, FER2013 and Cohn Kanade + which
contains images with seven facial expressions. Both datasets
are described below and the results based on training and simu-
lations implementation are presented in this section along with
expression recognition rates and accuracy. The effectiveness of
LSTM parameters is shown and also the impact of each module
of the proposed model and its effectiveness are also presented.
The results of proposed model are compared with few existing
models in terms of accuracy in detecting facial expression
of images in FER2013 and CK+ datasets. Matlab2021a was
used to implement the proposed approach with windows 10
operating system, Intel i7 processer with 6GB RAM.

A. FER 2013 Dataset

A well-known data science competition platform kaggle
created this dataset by searching on Google search engine
with image keywords and this dataset consists of 35,887 gray-
scale images with the resolution of 48*48 pixels. Though,
the nature of the dataset is rich and diverse since all the
images are obtained from Internet, the dataset images contains
a lot of noise including occlusion, different poses and unclear
images. These properties of images in FER2013 imposes lot
of challenges for the researchers while recognizing expressions
and classifying them [35].

B. Cohn Kanade + Dataset

Initially, the extended CK+ dataset was introduced in 2010
by Patrick Lucey team and the Zara Ambadar team [36]
and the dataset consists of 123 subject’s facial image and
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the expressions were recorded as per requirements. Out of
593 images in CK+, 327 images display 7 different facial
emotions. Since the quantity of the dataset is less, this study
has considered that 327 images which express 7 emotions. As
a first step, invalid background is trimmed on those 327 images
and to make the datasets similar (both FER2013 and CK+) the
resolution is kept as same as FER2013 dataset. The images are
rotated and flipped, their brightness and saturation are adjusted
when required.

C. Evaluating Module’s Effectiveness

As mentioned in Section 3, the proposed model has four
modules. In order to prove the effectiveness of each module
and show the performance when all these modules work
together, we have kept classification module as it is, and
removed other modules i.e. one at each time. In such scenario,
the recognition rate is measured and given in Table I.

TABLE I. RECOGNITION RATE COMPARISONS OF MODULES IMPACT ON
FER

Architecture Recognition rate
(%) FER 2013

Recognition rate
(%) CK+

No feature extraction
module 59.12 72.28

No attention Module 71.42 75.31
No Reconstruction module 73.87 79.46
Complete Network 79.56 98.92

Fig. 4. Recognition rate comparisons of modules impact for FER2013 and
CK+ dataset.

From Table I, it is evident that in the absence of fea-
ture abstraction layer, the recognition rate for FER2013 and
CK+ stands at 59.12% and 72.28respectively. When attention
module is removed from the model, the recognition rate for
FER2013 and CK+ stands at 71.42% and 75.31% respectively.
In case of reconstruction module removal, the recognition
rate for FER2013 and CK+ stands at 73.87% and 79.46%
respectively. When all these modules are combined together
and work as a single network model, the recognition rate goes
up for both FER2013 and CK+ datasets at 79.56% and 98.92%
respectively. Fig. 4 represents the impact of each modules
recognition rate on facial expression images in FER2013 and
CK+ datasets respectively.

D. Performance Comparisons

The proposed hybrid model of CNN-BiLSTM aimed to
combine the advantages of both the networks along with the
attention mechanism to extract both frontal and discriminative
features of given input images with improved classification
accuracy and recognition rate as well. The results of proposed
approach were compared with other hybrid network models
such as CNN-LSTM, DSCNN-LSTM, CNN-BiLSTM and
ACNN-LSTM network models.

Accuracy is defined as the ratio of true outcomes including
both true positives and true negatives to the total number of
cases examined.

Accuracy =
TP + TN

Total population
(13)

F1 score can be divided into two ways based on temporal and
spatial features, generally. Event based and frame based and its
respective equations are given below where Represents recall
and P represents precision, EP-event based precision, ER-event
based recall. Total F1 Score can be computed as follows,

F1 Score =
2

1
Precision + 1

Recall
(14)

Precision =
TP

TP + FP
(15)

Recall =
TP

TP + FN
(16)

TABLE II. ACCURACY,PRECISION, RECALL AND F1 SCORE FOR FER
2013 DATASET

Methods Accuracy (%) Precision (%) F1 Score (%) Recall (%)
CNN-LSTM 92.23 92.70 92.48 91.89

DSCNN-LSTM 92.48 93.02 93.24 93.24
CNN-BiLSTM 93.14 93.18 92.98 93.21
ACNN-LSTM 91.43 91.12 91.82 91.04

Proposed Method 95.12 94.68 94.87 95.01

Fig. 5. Performance on accuracy of all methods.
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Tables II and III presents different metrics values for
various network models and proposed approach for both
FER2013 and CK+ datasets. From Table III, it is understood
that our proposed approach produced better results than other
traditional benchmarking approaches such as CNN-LSTM,
DSCNN-LSTM, CNN-BiLSTM and ACNN-LSTM in terms
of metrics like accuracy, precision, F1 score and recall. The
proposed network model achieved highest accuracy in clas-
sifying the facial images on FER2013 dataset with 95.12%
accuracy which is 3.1% higher than CNN-LSTM, 2.7% higher
than DSCNN-LSTM, 2% higher than CNN-BiLSTM and 3.7%
higher than ACNN-LSTM network models in facial expres-
sion recognition. With CK+ dataset the proposed model has
achieved 98.98% of accuracy in classifying the images which
is 5.1% higher than CNN-LSTM, 5.7% higher than DSCNN-
LSTM, 3.3% higher than CNN-BiLSTM and 6.9% higher than
ACNN-LSTM network models in facial expression recogni-
tion. Fig. 5 represents accuracy comparisons for FER2013 and
CK+ dataset.

Fig. 6. Performance on precision of all methods.

In terms of Precision, the proposed network model
achieved highest percentage of 94.68% on FER2013 dataset
which is 1.9% higher than CNN-LSTM, 1.6% higher than
DSCNN-LSTM, 1.5% higher than CNN-BiLSTM and 3.5%
higher than ACNN-LSTM network models. With CK+ dataset
the proposed model has achieved 99.24% which is 5.7% higher
than CNN-LSTM, 5.5% higher than DSCNN-LSTM, 4.1%
higher than CNN-BiLSTM and 7.7% higher than ACNN-
LSTM network models. Fig. 6 represents the precision com-
parisons for FER2013 and CK+ dataset.

TABLE III. ACCURACY,PRECISION, RECALL AND F1 SCORE FOR FER
2013 DATASET

Methods Accuracy (%) Precision (%) F1 Score (%) Recall (%)
CNN-LSTM 93.84 93.52 94.52 94.14
CNN-SVM 93.26 93.74 91.89 91.92

CNN-BiLSTM 95.62 95.16 95.34 95.32
ACNN-LSTM 92.02 91.54 91.24 91.56

Proposed Method 98.98 99.24 99.54 98.78

In terms of F1 Score, the proposed network model achieved
highest percentage of 94.87% on FER2013 dataset which is

Fig. 7. Performance on F1 score of all methods.

2.4% higher than CNN-LSTM, 1.6% higher than DSCNN-
LSTM, 0.9% higher than CNN-BiLSTM and 3.0% higher
than ACNN-LSTM network models. With CK+ dataset the
proposed model has achieved 99.54% which is 5% higher than
CNN-LSTM, 7.6% higher than DSCNN-LSTM, 4.2% higher
than CNN-BiLSTM and 8.3% higher than ACNN-LSTM net-
work models. Fig. 7 represents the F1 Score comparisons for
FER2013 and CK+ dataset.

Fig. 8. Performance on recall of all methods.

In terms of recall, the proposed network model achieved
highest percentage of 95.01% on FER2013 dataset which is
3.1% higher than CNN-LSTM, 1.8% higher than DSCNN-
LSTM, 1.8% higher than CNN-BiLSTM and 4% higher than
ACNN-LSTM network models. With CK+ dataset the pro-
posed model has achieved 98.78% which is 4.6% higher than
CNN-LSTM, 7.8% higher than DSCNN-LSTM, 3.4% higher
than CNN-BiLSTM and 7.2% higher than ACNN-LSTM net-
work models. Fig. 8 represents the recall comparisons for
FER2013 and CK+ dataset.
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E. Discussion on Findings

Deep Learning based hybrid network models along with
CNN has contributed much on classifying Facial Expression
Recognition (FER) or emotions of various datasets over a
decade.Since the data sets have different images, the results
vary according to the image quality. This research work
considered two datasets as they are more studied and have
images with different scenarios, emotions. Our proposed CNN-
BiLSTM based hybrid network model with attention mech-
anism proved that the accuracy and other matrices of FER
can further be improved with right combination of techniques,
algorithms and mechanisms. Likewise, we have considered
Median Filter for image resizing, GCN for image normal-
ization, CNN for feature extraction, BiLSTM for extracting
rich information and discarding unnecessary information, point
multiplication attention mechanism for creating attention maps
and finally these maps were used to create feature maps that
helps in reconstruction. Finally, classification was done using
full softmax variant to categorize the emotions of images into
seven image expression classes. Our approach was also com-
pared with other benchmarking methods which showed that
the proposed network model delivered better results than other
models due to the combination of techniques and methods
incorporated in or proposed approach.

V. CONCLUSION AND FUTURE ENHANCEMENT

This paper has presented a Hybrid CNN-BiLSTM network
model with point multiplication attention mechanism for facial
expression recognition on dataset images like FER2013 and
CK+. Data preprocessing was performed sing Median Filters to
resize the image to 128*128 pixels through either enlarging or
reducing the original image, followed by image normalization
was done using Global Contrast Normalization (GCN). The
output obtained from CNN model is forwarded to Bidirec-
tional LSTM where the sequential features of images were
extracted using forward and backward layers, and the output is
forwarded to point multiplication Attention Mechanism (AM)
module. Dimensionality reduction was applied using LDA to
the attention map created by the AM to obtain enhanced
feature map which can be used in reconstruction module
with Full softmax variant to classify the facial expression of
images into seven classes. The results were evaluated with
other existing network models such as CNN-LSTM, DSCNN-
LSTM, CNN-BiLSTM and ACNN-LSTM. The proposed ap-
proach has outperformed other models in terms of accuracy,
precision, recall and F1 score matrices. For our future work, we
can consider some more emotions, datasets and also enhance
attention mechanism with additional techniques to improve
network model performance further. To achieve better emotion
detection of a driver is vital goal to prevent accidents with
improved attention mechanism techniques along with deep
learning algorithms is our future work.
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