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Abstract—Audio watermarking has emerged as a potent tech-
nology for copyright protection, content authentication, content
monitoring, and tracking in the digital age. This paper offers
a comprehensive exploration of audio watermarking principles,
techniques, applications, and challenges. Initially, it presents the
fundamental concepts of digital watermarking, elucidating its
key characteristics and functionalities. After that, different audio
watermarking methods in both the time and transform domains
are explained, such as feature-based, parametric, and spread-
spectrum methods, along with how they work, and their pros
and cons. The paper further addresses critical challenges in
maintaining key criteria such as imperceptibility, robustness,
and payload capacity associated with audio watermarking. Addi-
tionally, it examines watermarking evaluation metrics, datasets,
and performance findings under diverse signal-processing attacks.
Finally, the review concludes by discussing future directions in
audio watermarking research, emphasizing advancements in deep
learning-based approaches and emerging applications.
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I. INTRODUCTION

The proliferation of digital audio content has revolutionized
the way we consume music, cinema, podcasts, and audiobooks.
However, this ease of access has also fueled copyright infringe-
ment and unauthorized distribution. Audio watermarking [1-6]
has emerged as a robust solution to address these concerns.
The first works on digital audio watermarking were reported
in references [7,8]. It involves imperceptibly embedding a
unique audio identifier, called a watermark, into a host audio
signal. This watermark can be extracted later to verify the
content’s authenticity, identify ownership, and track or monitor
its distribution in digital rights management.

A huge amount of research work has been carried out on
digital audio watermarking techniques in the last three decades,
hence, the field has matured enough. Sophisticated signal pro-
cessing techniques were widely utilized to develop numerous
audio watermarking techniques in both time and transform
domains [9-52], each having its own distinct benefits and
boundaries. Fig. 1 shows a generic digital audio watermarking
system where signal manipulations are carried out in the
watermark embedding (encoding) and extraction (decoding)
process. Watermarked signals frequently face various attacks
[48-52] aimed at destroying or removing the watermarks by
intentional attackers with bad motives. Besides, some users are
treated as unintentional users since they may distort the image
during signal compression, equalization, and effects addition
without any bad motive. For this reason, the effectiveness of
an audio watermarking technique is very important and its

effectiveness is mainly evaluated based on five criteria: (i)
imperceptibility, which indicates that the watermarked signal
should be the same as the host audio concerning auditable
quality (ii) robustness that upholds the unalteredness of the
watermark after experiencing any attack by the unauthorized
users, (iii) security that confirms the watermark signal should
be secured from tampering, distortion and forging, (iv) capacity
that ensures the increased number of watermarks embedded
in the audio signal per unit time, and (v) computational
complexity confirms the computational simplicity of the wa-
termarking algorithm. Among these five criteria, the first two,
imperceptibility and robustness, are the fundamental issues in
evaluating the performance of a watermarking algorithm.

Some review works [53-62] have also been reported on
audio watermarking. However, these are not sufficient, as
many things, such as benchmarks, methodologies, datasets,
and evaluation metrics, are not sufficiently described for a
comprehensive knowledge of this domain. This review article
provides a comprehensive overview of audio watermarking,
encompassing its principles, techniques, applications, and chal-
lenges. We aim to equip readers with a thorough understanding
of this vital technology and its role in safeguarding digital
audio content. The major contributions of this research are as
follows:

e  Summarizes the existing audio watermarking methods
in different categories

e  Explains the datasets and evaluation metrics

e  Compares and investigates the performance of various
audio watermarking algorithms to find out the state-
of-the-art

e Point out the challenges that must be addressed by
future researchers.

The remainder of the paper is organized as follows. Section
2 presents the basic concept of the audio watermarking method.
Section 3 highlights the requirement issues of audio water-
marking along with performance evaluation metrics. Section
4 describes a survey of methodologies of different audio
watermarking algorithms along with the state-of-the-art audio
watermarking approaches. Section 5 shows the directions for
future research for further improvements. Finally, Section 6
concludes the paper.

II. CONCEPT OF THE AUDIO WATERMARKING

An audio watermark is a unique identifier embedded in an
audio signal that is used to prove the ownership or copyright
of the audio document. Therefore, audio watermarking is a
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Fig. 2. A generic digital audio watermarking system.

process of embedding information into an audio signal in a way
that is difficult to remove or tamper. Hence, watermarking has
become increasingly important to enable copyright protection
and ownership verification. In the last 30 years, many different
watermarking methods have been created. These methods
can be put into two groups: time domains and transform
domains. Fig. 1 shows the watermarking categorization and
detailed techniques of each category. Time domain method-
ologies are further divided into time-aligned [18, 28, 31, 34,
40, 41] and nontime-aligned (echo-based) [63—71] methods.
Similarly, transform domain methodologies are further divided
into spread spectrum (SS)-based [8,14], patchwork-based [19,
23, 37, 38, 46, 52], quantization index modulation (QIM) based
[72—74], and other [20, 21, 29, 30, 33, 36, 43, 75-79] methods.
The other methods include ANN (artificial neural network),
blockchain, and the integration or hybridization of multi-
ple transformation techniques such as DFT (discrete Fourier
transform), DCT (discrete cosine transform), DWT (discrete
wavelet transform), SVD (singular value decomposition), etc.
to embed watermarks into audio signals. Fig. 2 shows a generic
digital audio watermarking system where signal manipulations
are carried out in the watermark embedding (encoding) and
extraction (decoding) process. Let x(n) be the host signal in
the time domain. Hence, the generic model for embedding
the watermark w(n) into the x(n) by which the watermarked
signal y(n) can be generated in the time domain as

y[n] = z[n] + aw[n] (1)
where « is the watermark strength — a controlling parameter
and n is the time variable. In the transform domain, at first

Eq. (1) is transformed and it becomes,

Yk = X[k] + aWIk] 2)
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Fig. 3. Design requirements of watermarking techniques.

where X, Y, and W are the transformed representations of x,
y, and w, respectively, and k is the transform domain variable.
In Eq. (1) the watermark signal is additive with the host
signal. However, sometimes, it can be multiplicative. In the
multiplicative environment, Eq. (1) can be written as

yln] = z[n] + (1 + awln]) €)

III. DESIGN REQUIREMENTS ISSUES AND EVALUATION
METRICS

Audio watermarking algorithms embed a watermark into
the host signal to uphold the authenticity and copyright from
the unauthorized use of the host signal [80]. Hence, it is nec-
essary to define the requirements of an effective watermarking
algorithm. Fig. 3 illustrates the design requirements of wa-
termarking techniques. However, for effective watermarking,
there is a trade-off among these issues.

A. Imperceptibility

Imperceptibility plays a crucial role in assessing the effi-
cacy of a watermarking algorithm, akin to preserving audio fi-
delity. In this context, the watermarked image should maintain
an identical appearance to the original audio, remaining imper-
ceptible to human observers despite minor alterations. Thus,
any impact on audio quality must be minimal. Various sub-
jective and objective methods exist for evaluating the imper-
ceptibility of a watermarking system. Objective measurements
consist of evaluating parameters such as SNR (Signal-to-Noise
Ratio), fwsSNR (Frequency-Weighted Segmental Signal-to-
Noise Ratio) [81, 82], and ODG (Objective Difference Grade)
scores [83].

1 2%[n]
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()
where N, is the number of non-overlapped frames of the
original and watermarked signals and i is the frame index.
Other symbols are mentioned in Eq. (1) and (2). Eq. (1) to (5)
are explained in detail in [53].

SNR =10 10g10 dB (4)

fwsSNR =
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TABLE I. IMPERCEPTIBILITY GRADES AND EXPLANATION

SDG (Subjective
Difference Grade)

ODG (Objective

Difference Grade) Explanation/Quality

5.0 0.0 Imperceptible/Excellent

4.0 -1.0 Perceptible, but not
annoying/Very Good

3.0 -2.0 Slightly annoying/Good

2.0 -3.0 Annoying/Fair

-1 -4.0 Very annoying/Bad

Performance metrics usually assess imperceptibility by
leveraging human auditory capabilities. For this, many tests
are used, including the 2AFC (Two-alternative forced choice),
AXB paradigm, post hoc test with ANOVA (Analysis of
Variance), and SDG (Subjective Difference Grade) [84-86].
In the 2AFC test, the masking curve is determined based
on listeners’ responses to the original audio compared to
watermarked versions at different embedding levels. The AXB
test involves three versions of audio clips labeled A, B, and
X. A and B, selected randomly from original and watermarked
signals (ensuring they are not the same), are presented along
with X, randomly chosen from A and B. Listeners then identify
which of A or B matches X. The post hoc test requires
listeners to grade two audio clips using a scale from O to 3,
where O signifies identical and 3 signifies completely different.
These clips consist of an original clip paired with another
randomly chosen from original and watermarked versions. The
scores provided by all listeners are then subject to ANOVA.
In the SDG test, three audio clips A, B, and C are presented.
Listeners are tasked with identifying which of B and C closely
resembles the original audio A. A grade within {0, -1, -2,
-3, -4} is assigned to the selected piece, with O indicating
imperceptibility and 4 representing significant annoyance. The
ODG (Objective Difference Grade) produces scores identical
to the SDG but is an automated test without peer listeners. A
description of imperceptible grading based on based on ITU-R
BS.1387 [83] is shown in Table I.

B. Robustness

Robustness denotes the ability of the original watermark
to remain intact despite common signal processing manipula-
tions and attacks by unauthorized users. These manipulations
encompass filtering, lossy compression, scaling, translation,
rotation, analog-to-digital (A/D) conversion, digital-to-analog
(D/A) conversion, and more. Attacks may involve geometric
or non-geometric alterations such as filtering, cropping, time
shifting, time and pitch scaling, closed-loop attacks, jittering,
additive Gaussian noise, echoes, mask, and replacement attacks
among others. The robustness of audio watermarking stands
as a paramount design criterion, safeguarding against diverse
noisy and intentional attacks while preserving the integrity
of the watermark data. Robust watermarks find utility in
domains like copyright protection, broadcast monitoring, and
copy control [87, 88]. Robustness against different types of
attacks is measured using the similarity between the watermark
signal w and extracted watermark signal w’ using normalized
correlation (NC) and bit error rate (BER) metrics.
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(6)

n n
NC(W,W’) — an w[n]QZI’,}U ’I’L] =
V2T (w[n])2 307 (w'[n])
n /
BER(W,W/) — W @)
where & indicates the exclusive OR (XOR) operator between
w and w'.

C. Security

Watermarking algorithms lacking security cannot be ef-
fectively utilized in copyright protection, data authentication,
or audio content tracking. Security assurance is established
through various encryption methods, where the encryption key
dictates the level of security. Techniques such as chaos-based
encryption, Discrete Cosine Transform (DCT), logistic map-
based encryption, and binary pseudo-random sequences have
been employed to fortify the security and confidentiality of
embedded audio watermarks [89, 90]. The watermark key
serves as the pivotal secret element ensuring security, and
determining specific parameters of the embedding function
[91]. This key encompasses aspects like the subset of signal
coefficients, embedding direction, and/or embedding domain,
comprising a private key, detection key, and public key. The
private key remains exclusive to the user, the detection key
holds legal acknowledgment, and the public key is accessible
to the general populace.

D. Capacity

The watermarking data payload capacity measures how
many bits of the watermark are embedded or inserted covertly
into the audio signal per unit of time. Therefore, it is quantified
in bits per second (bps). The following equation can represent
it mathematically:

C= T ®)
where C and B correspond to the data payload capacity and
the number of bits embedded in the original audio signal,
respectively, and T is the duration of the embedding in seconds.
Increasing the amount of watermark information by embedding
additional bits presents a challenging endeavor. The insertion
of more watermark data into the host audio inevitably leads to
heightened distortion becoming perceptible. Consequently, the
capacity of the watermarking system delineates the boundaries
for watermarking information, all while ensuring robustness
and imperceptibility. To this end, watermarking techniques
must be adept at minimizing distortion despite having a lesser
data embedding capacity. Conventionally, the data payload for
audio watermarking should exceed 20 bits per second (bps) to
meet the standards set forth by the International Federation of
the Phonographic Industry (IFPI).

E. Computational Complexity

The computational expense associated with embedding
and extracting a watermark from an audio signal should be
kept minimal. This encompasses two primary concerns: the
overall time necessary for both embedding and extracting
the watermark. Striking a balance between robustness and
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computational complexity is essential to ensure an optimal
trade-off.

Based on the preceding discussions, it is evident that
achieving imperceptibility, robustness, and capacity simulta-
neously poses a challenge due to their inherent conflicts [80].
In any watermarking system, efforts to enhance robustness
and capacity may compromise imperceptibility, and vice versa
[92]. Conversely, increasing payload capacity can potentially
weaken robustness. Hence, finding a delicate balance among
these requirements is crucial. For instance, when aiming to
render a watermark imperceptible, reducing the energy of
the signal seems intuitive. However, a signal’s robustness is
typically linked to its energy level, as stronger signals are less
susceptible to disruption by noise or malicious manipulations.
So, finding the right balance between not being able to be
detected and being strong is very important. This requires
carefully adjusting the energy in the watermark signal so that
it does not go too high or too low. It is important to note
that there is no universally applicable set of properties that all
watermarking systems adhere to.

IV. AUDIO WATERMARKING METHODS

In the last three decades, diverse methods have been de-
veloped for digital audio watermarking, which are categorized
in Fig. 2. In this section, we will explain them briefly.

A. Time-domain Techniques

Digital audio watermarking systems that conduct water-
mark embedding in the time domain offer straightforward
solutions by directly modifying the audio samples [18, 41]. In a
simple time-domain watermarking system, the least significant
bits (LSB) of the audio signal are replaced with watermark
bits. Although easy to implement, this method is susceptible
to noise manipulation.

Echo-based audio watermarking [63—71] is another method
in the time domain that embeds a watermark by adding weak
echoes to the host signal. The watermark is then extracted
using cepstral analysis. To bolster the security of the audio
watermarking system against unauthorized watermark detec-
tion, it is recommended to integrate a secret key during both
the embedding and extraction phases. Time-spread echo-based
techniques have been proposed to meet this security require-
ment [67]. Echo-based audio watermarking strikes a balance
between imperceptibility and robustness, making it suitable
for embedding copyright information or other concealed data
in audio signals. While it is a well-established technique,
for stronger protection against sophisticated audio processing
attacks, more advanced watermarking methods in the transform
domain might be necessary.

B. Transform-domain Techniques

Transform domain audio watermarking techniques are typ-
ically preferred by researchers and designers over time domain
methods due to their inherent resilience against various signal
processing operations and attacks. In this approach, audio
signals undergo initial conversion from the time domain to
a transformed domain utilizing mathematical transformations
such as DFT, DWT, DCT, or SVD [20, 21, 29, 30, 32,
36, 43, 44, 76, 77]. Following transformation, watermark
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bits are embedded into specific coefficients within the trans-
formed domain. These coefficients are meticulously selected
to ensure imperceptibility to human ears while maintaining
robustness against common signal processing operations and
attacks. Upon reception, to extract the watermark from the
watermarked audio signal, the recipient employs the inverse
process. The audio signal is transformed back into the original
domain utilized during embedding, after which the watermark
extraction algorithm is applied to retrieve the embedded wa-
termark bits. As depicted in Fig. 1, transform domain audio
watermarking techniques are broadly categorized into four
groups as follows:

1) Spread spectrum (SS)-based method: This audio wa-
termarking technique [8, 14, 93] functions on the principle
of dispersing the watermark signal across a broad frequency
range within the audio spectrum. Initially, the watermark
data undergoes modulation with a pseudo-random sequence,
typically generated using algorithms such as pseudo-random
noise sequences or pseudo-random phase modulation. These
sequences possess specific properties that render them suitable
for spreading the watermark across the audio spectrum. The
host audio signal is then transformed from the time domain to
the frequency domain using DFT or DWT, thereby decompos-
ing the audio signal into its constituent frequency components.
Within the frequency domain, the modulated watermark is
embedded into selected frequency coefficients of the audio
signal. This embedding process entails adding or modulating
the watermark information onto the frequency coefficients in
a manner that disperses the watermark signal across a wide
range of frequencies. The spread spectrum modulation ensures
that the embedded watermark remains imperceptible to human
ears while demonstrating resilience against common signal
processing operations and attacks. Given that the watermark
is distributed across multiple frequencies and embedded using
pseudo-random sequences, it becomes resistant to localized
distortions or attempts to remove it. To extract the watermark
from the watermarked audio signal, the recipient employs
the same spreading sequence utilized during embedding. By
correlating the received signal with the spreading sequence,
the embedded watermark can be accurately extracted. This
process facilitates the retrieval of the embedded data without
significantly compromising the quality of the original audio
signal.

Spread spectrum-based audio watermarking finds appli-
cations in copyright protection, content authentication, and
digital rights management, as it empowers content owners to
embed invisible identifiers into their audio content, thereby fa-
cilitating the tracking and safeguarding of intellectual property
rights.

2) Patchwork-based method: In this technique [19, 23, 37,
38, 46, 52, 94], the audio signal undergoes division into smaller
segments or patches, which can vary in length depending on
the specific implementation, but typically encompass a few
milliseconds of audio data each. Within each patch, watermark
data is embedded using various techniques, such as adjusting
the amplitude or phase of the audio samples, introducing minor
noise alterations, or manipulating frequency components to
ensure imperceptibility and resilience against diverse signal
processing operations and attacks. Patchwork-based methods
often entail analyzing the frequency content of audio patches
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to identify suitable embedding locations or to modify spectral
characteristics for watermarking purposes.

3) Quantization index modulation (QIM)-based method: In
digital audio processing, quantization involves mapping con-
tinuous amplitude values to discrete levels, thereby reducing
the bit depth of the audio signal while preserving perceptual
fidelity. Each sample of the audio signal is quantized to a
specific level based on its amplitude. QIM-based watermarking
modifies the quantization indices of the audio signal to embed
the watermark data. Rather than directly altering the amplitude
of the samples, it adjusts the indices representing the quantized
levels. This adjustment is typically achieved by adding or sub-
tracting a small value from the quantization index, introducing
subtle changes in the encoded signal. The QIM technique
[73-79] entails modulating the watermarks within the indices
of a sequence of quantizers, which are subsequently applied to
the host signal. The foundational concept is detailed in [72],
where the authors thoroughly explore this technique from an
information-theoretic standpoint to practical realization exam-
ples. To extract the watermark from the watermarked audio
signal, the recipient analyzes the quantization indices of the
signal. By comparing the modified indices with the original
ones, the embedded watermark data can be extracted. This
process necessitates knowledge of the embedding parameters,
such as the quantization step size and the location of the
watermark within the signal.

Transform domain audio watermarking is utilized in copy-
right protection, content authentication, and tamper detection
in audio signals. It enables content owners to embed invisible
identifiers into their audio content, aiding in tracking and
safeguarding their intellectual property rights.

4) Other techniques: Other techniques in audio watermark-
ing encompass artificial neural networks (ANN), blockchain
technology, and the integration or hybridization of various
transformation methods such as DFT, DCT, DWT, SVD, and
Schur transform to embed watermarks into audio signals.
This hybridization strategy capitalizes on the complementary
strengths of different transforms to bolster robustness, im-
perceptibility, and security, making it a highly sought-after
approach in the audio watermarking domain.

Charfeddine et al. [5, 95] introduced an audio watermark-
ing technique rooted in the DCT transform and a neural
network (NN) architecture. In this method, the watermark
is inserted into middle-frequency bands following the DCT
transformation, with the NN model establishing relationships
between frequency samples around a central sample during
embedding and extraction processes.

Natgunanathan et al. [33] proposed a pioneering privacy
protection mechanism for multimedia distribution networks
(MDN) by amalgamating the advantages of both blockchain
and watermarking technologies. Their approach involves uti-
lizing a specifically designed watermarking algorithm to link
copyright information with audio files, alongside a novel
blockchain-based smart contract mechanism to ensure the
proper functioning of entities within the distribution network.
This method demonstrates computational efficiency, with its
validity substantiated by simulation results.

Numerous researchers have explored the integration or
hybridization of multiple transformation techniques to embed
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watermarks into audio signals, leveraging the strengths of
different methods to bolster robustness, imperceptibility, and
security. For instance, Dhar and Shimamura [96-100] com-
bined FFT or DWT with SVD, Aniruddha, and Gnanasekaran
[29] integrated DCT with SVD, and Wang and Zhao [77]
merged DWT with DCT. These hybridization approaches,
often coupled with neural networks, have gained significant
traction in the watermarking domain, emerging as state-of-
the-art methodologies for achieving heightened robustness,
imperceptibility, and security.

In audio watermarking, the choice of watermark signal,
whether it be an audio or an image, depends on various factors,
including the specific application scenario, the desired level
of watermark robustness, and perceptual requirements. Audio
watermarks, being in the same format as the original audio, can
be seamlessly integrated without noticeable alteration to audio
quality. However, the capacity for embedding information
within an audio watermark without significantly degrading
audio quality may be limited. Conversely, image watermarks
typically consist of a binary logo or signature (often 32x32
pixels), allowing for visual verification without specialized
equipment, making them ideal for scenarios requiring quick
verification. Additionally, images offer greater information
capacity compared to audio signals, enabling larger payloads
to be embedded within the watermark. However, image water-
marks may introduce visible artifacts and be more susceptible
to common image processing operations like scaling, cropping,
or color adjustments, potentially affecting the visibility or
recoverability of the watermark.

Numerous comparative studies have been conducted us-
ing simulations, employing standard music signals such as
“Tunisia.wav” for rhythmic music and “Svega.wav” for a
female audio song, as well as Quranic audio files spanning
Tracks 1 to 52 [5]. These studies also utilized 16-bit mono au-
dio signals including Pop, Folk, Classical, and Speech, among
others. The majority of signals were sampled at a frequency
of 44.1 kHz and had durations ranging from approximately 5
to 20 seconds.

Various authors employ various metrics to assess their pro-
posed digital audio watermarking schemes [101, 102]. For in-
stance, imperceptibility analysis results often lack straightfor-
wardness, posing challenges in comparison. Subjective listen-
ing tests play a vital role in evaluating the perceptual quality of
watermarked audio, though results may vary among listeners.
However, the most widely used methods demonstrate imper-
ceptibility through SDG/ODG scores indicating non-annoying
and good quality, with a payload capacity exceeding 20 bps to
meet [FPI and ITU-R BS.1387 requirements [83]. Robustness
evaluation involves subjecting audio watermarking approaches
to diverse attacks such as noise addition, filtering, cropping,
time shifting, pitch scaling, and masking, etc. Some attacks
affect the audio signal more than other attacks. Evaluation in
this survey focuses on comparing the performance of widely
used schemes using SNR, NC, and BER scores to provide
insights into imperceptibility and robustness, particularly under
MP3 Compression and Stirmark attacks [103]. Objective com-
parison results are presented in Table II showcasing benchmark
audio watermarking methods. Among the existing methods,
this review identifies the technique developed by Charfeddine
et al. (2022), [5], as highlighted in Table II, as the state-of-
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TABLE II. IMPERCEPTIBILITY AND ROBUSTNESS COMPARISON

SDG (References) Algorithms SNR NC BER
Charfeddine et DCT-NN-Human
al., 2022, [5] Psychoacoustic Model 47.62 1.00 0.01
Charfeddine et DCT-NN 43.52 1.00 0.00
al., 2014, [95]
Wu and Wu, Modifying the average 23.49 0.98 0.14
2018, [32] amplitude in the

transform domain
Wu and Wu, Chaotic encryption 24.58 0.98 1.92
2018, [104] in hybrid domain
Lanxun et al., DWT-coefficients 37.97 0.98 0.29
2007, [105] mean-quantization

the-art in terms of fundamental watermarking requirements.
This method conceals the signature within the narrow middle-
frequency band of an audio frame, utilizing a neural network
architecture for insertion and detection processes to enhance
security and robustness, even with high watermark capacity.
Additionally, it incorporates aspects of the human psychoa-
coustic model, aiming to determine the masking threshold
curve and align it with the estimated power spectrum density
envelope for precise signature insertion. Experimental results
underscore the superiority of this masking technique in copy-
right protection for both standard audio files and sensitive data
such as Quranic files, facilitating content integrity verification,
proof of authenticity, and tamper detection.

V. RECOMMENDATION FOR FUTURE RESEARCH

In the preceding section, we have highlighted a cutting-
edge method for audio watermarking, applicable to real-
world scenarios such as copyright protection, content integrity
verification, authenticity proof, and tamper detection. Real-
time implementation of this technique is paramount. Notably,
there exists a discernible contrast between academic and in-
dustrial audio watermarking solutions. Industrial solutions, for
instance, prioritize imperceptibility over robustness. This pri-
oritization stems from the specific applications defined by each
industry solution, necessitating the efficient implementation of
audio watermarking systems wherein exhaustive attacks may
not be a concern.

Through a comprehensive review of widely employed
methods, we have identified the DCT-NN-Human Psychoa-
coustic Model [5] as the current state-of-the-art. However,
the recent integration of blockchain technology holds promise
for enhancing the robustness and security of audio water-
marking, particularly in the context of copyright protection,
tampering detection, and authenticity preservation in the MDN
(multimedia distribution networks) environment. A major chal-
lenge is the limited availability of standardized databases for
evaluating audio watermarking algorithms, underscoring the
need for researchers to prioritize this area of focus. Given
the superior accuracy observed in image watermarking with
deep learning techniques [106], there is potential for leveraging
such methodologies in the development of more effective
audio watermarking algorithms. Researchers are encouraged
to address these issues and explore novel approaches in their
endeavors even in speech signals also [107-112].
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VI. CONCLUSION

The widespread availability and use of the internet have
made audio watermarking an essential technique for safeguard-
ing copyright, preserving ownership, preventing tampering,
verifying authenticity, and monitoring audio signal broadcasts.
This paper presents a detailed survey of audio watermarking
techniques. After outlining the fundamental concepts of audio
watermarking, we describe the design criteria and perfor-
mance metrics. There exists a trade-off among design criteria,
including imperceptibility, robustness, and payload capacity.
Subsequently, we explore various methods to identify the state-
of-the-art technique through performance analysis using eval-
uation metrics. Furthermore, we discuss remaining challenges
and potential avenues for enhancing audio watermarking sys-
tems. We also examine the disparities between academic and
industrial solutions in audio watermarking. This paper aims
to assist researchers in identifying and developing optimal
algorithms tailored to audio watermarking.
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