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Abstract—In the field of education, understanding and 

predicting student performance plays a crucial role in improving 

the quality of system management decisions. In this study, the 

power of various machine learning techniques to learn the 

complicated task of predicting students’ performance in math 

courses using demographic data of 395 students was investigated. 

Predicting students' performance through demographic 

information makes it possible to predict their performance before 

the start of the course. Filtered and wrapper feature selection 

methods were used to find 10 important features in predicting 

students' final math grades. Then, all the features of the data set 

as well as the 10 selected features of each of the feature selection 

methods were used as input for the regression analysis with the 

Adaboost model. Finally, the prediction performance of each of 

these feature sets in predicting students' math grades was 

evaluated using criteria such as Pearson's correlation coefficient 

and mean squared error. The best result was obtained from 

feature selection by the LASSO method. After the LASSO method 

for feature selection, the Extra Tree and Gradient Boosting 

Machine methods respectively had the best prediction of the final 

math grade. The present study showed that the LASSO feature 

selection technique integrated with regression analysis with the 

Adaboost model is a suitable data mining framework for 

predicting students' mathematical performance. 
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I. INTRODUCTION 

In the field of education, understanding and predicting 
student performance plays a crucial role in improving the quality 
of system management decisions. Through the utilization of 
machine learning methodologies, educators and administrators 
may effectively utilize data to detect pupils who may be prone 
to failure right from the outset of the course. By acting as an 
early warning system, these predictive models enable the 
implementation of focused support measures and intervention 
techniques to enhance student learning outcomes [1]. Machine 
learning algorithms and data mining techniques are commonly 
utilized in student performance prediction modeling [2]. These 
techniques analyze various attributes such as grades, educational 
background, psychological evaluation, and demographics to 
generate predictions about a student's future performance [3]. By 
utilizing machine learning techniques, educators can gain 
valuable insights into student behavior and patterns, allowing 
them to tailor their approach to meet individual students' needs. 
This not only improves student performance but also helps in 
identifying slow learners, predicting dropout rates, and 
enhancing overall educational outcomes. These predictive 
models help in improving the overall education system by 

identifying students who may require additional support and 
intervention. Additionally, machine learning techniques can 
help in improving student attendance and predicting learning 
behavior to warn students who are at risk [4]. Machine learning 
techniques have revolutionized the field of education by 
providing accurate and timely predictions about student 
performance [5]. 

The process of extracting valuable embedded information 
from data plays a crucial role in various scenarios, providing 
valuable insights to organizations, companies, and research 
analysts for addressing different challenges and making 
informed decisions [6], [7]. The present investigation looks at 
the challenge of evaluating math students' performance with 
respect to important variables that have a big influence on the 
possibility of repeating the course. This study examines the 
application of several machine-learning approaches for data 
mining, taking into account the diversity of factors impacting 
students' success or failure in a course [8]. By mining the 
available data, the aim is to determine the relative importance of 
different factors in students' academic achievements. 

Several researchers have explored the field of data mining 
related to students' performance. Kostopoulos et al. [1] proposed 
a new semi-supervised regression algorithm to predict the final 
grade of students in an online course. They showed that their 
technique can improve the performance of student performance 
prediction models. Ranđelović et al. [2] proposed a 
multidisciplinary-applicable aggregated model based on 
analytic hierarchy process and ReliefF classifier to predict 
further students’ education. Xu et al. [8] introduced a two-layer 
machine learning architecture consisting of multiple base 
predictors and a set of ensemble classifiers to predict student 
performance in degree programs. They proposed a data-driven 
approach based on probability matrix factorization and latent 
factor models to construct baseline predictors. Through 
extensive simulations on an undergraduate student dataset 
collected over three years at University of California, they 
showed that this technique may achieve superior performance 
over benchmark approaches. However, none of the mentioned 
studies managed to identify important factors in student 
performance. The decision tree's (DT) ID3 variation method was 
used in one study by Baradwaj and Pal [9] to forecast end-
semester marks (ESM). Previous semester marks (PSM), 
seminar performance (SEP), assignment (ASS), class test grade 
(CTG), attendance (ATT), lab work (LW), and general 
proficiency (GP) were among the considerations. Through the 
implementation of the DT method, a set of IF-THEN rules were 
derived to predict students' ESM categorized as first, second, 
third, or fail. Kabakchieva [10] used a variety of algorithms in 
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her study to estimate students' performance based on data 
obtained, including rule learners, K-nearest neighbors, DTs, and 
Bayesian classifiers. The results demonstrated that although 
these classifiers were suitable for the data mining task, none of 
the methods or classifiers achieved an accuracy of more than 
75%, which is subpar considering how crucial it is to predict 
students' performance. The effectiveness of artificial neural 
networks and deep learning models (DTs) in simulating the 
academic standing of students of Nigeria's University of Ibadan, 
was examined in different research conducted by Osofisa et al 
[11]. The results showed that in terms of training and test data 
accuracy, the neural network model performed better than the 
DT model. 98.26% and 60.16%, respectively, for the training 
and test data were the classification accuracies of the multilayer 
perceptron model, which demonstrated the best performance. 
Roy et al. [12] investigated an adaptive dimensionality reduction 
algorithm for educational data mining. They showed that this 
algorithm can improve the performance of predictive models 
and provide useful insights into the important factors affecting 
student performance. However, the authors compared the 
proposed algorithm with some limited existing algorithms and 
were not able to introduce important factors affecting student 
performance. 

In general, few studies have used a variety of data mining 
and machine learning methods to predict students' performance, 
and mostly limited artificial intelligence techniques have been 
investigated. Some existing studies have only reported the 
accuracy of classification using neural networks as a black box 
and have not investigated the important factors in predicting 

students' performance. Therefore, the current study aims to 
systematically examine and compare various filtered and 
wrapper data mining methods to determine important factors in 
predicting students' performance. For this purpose, a variety of 
filtered-based, L1- and L2-based, tree-based, and evolutionary-
based methods are examined to predict students' performance. 
This study looked into the ability of several machine learning 
approaches to learn the challenging job of predicting students' 
success in math classes using 395 students' demographic data. 
Predicting students' performance through demographic 
information makes it possible to predict their performance 
before the start of the course. The article is arranged as follows: 
Section II presents the dataset used and the proposed framework. 
Section III presents the experimental results. Section IV 
provides a discussion of the findings and Section V provides a 
conclusion on the study. 

II. METHODS 

A. Dataset 

This information relates to the secondary school academic 
performance of two Portuguese schools [12]. The information 
was gathered through school reports and surveys, and its 
properties include student grades as well as demographic, social, 
and school-related information. A total of 395 students filled the 
questionnaires and the data set has no missing values. This 
dataset has 32 attributes which are shown in Table I. As shown, 
the variable G3, i.e. the final grade, is considered as the target 
variable, which is tried to be predicted by other variables. 

TABLE I.  32 ATTRIBUTES OF THE STUDENTS’ PERFORMANCE DATASET 

Attributes Type Value Description 

School Binary GP/MS Student’s school 

Sex Binary F/M Student’s sex 

Age Numeric 15-22 years Student’s age 

Address Binary U/R Student’s home address type 

Pstatus Binary T/A Parent’s cohabitation status 

Famsize Binary LE3/GT3 Family size 

Medu Numeric 0-4 Mother’s education 

Fedu Numeric 0-4 Father’s education 

Fjob Nominal Teacher, health services, at home, other Father’s job 

Mjob Nominal Teacher, health services, at home, other Mother’s job 

Guardian Nominal Mother, father, other Student’s guardian 

Reason Nominal Home, reputation, course, other Reason to choose this school 

Traveltime Numeric 1-4 Home to school time arrival 

Studytime Numeric 1-4 Weekly study time 

Failures Numeric 1≤n<3 else 4 Number of past class failures 

Famsup Binary Yes/No Family educational support 

Schoolsup Binary Yes/No Extra educational support 

Nursery Binary Yes/No Attended nursery school 

Activities Binary Yes/No Extra-curricular activities 

Paid Binary Yes/No Extra paid classes within the course subject 

Internet Binary Yes/No Internet access at home 

Higher Binary Yes/No Wants to take higher education 

Romantic Binary Yes/No With a romantic relationship 

Freetime Numeric 1-5 Free time after school 

Famrel Numeric 1-5 Quality of family relationships 

Dalc Numeric 1-5 Workday alcohol consumption 

Goout Numeric 1-5 Going out with friends 

Walc Numeric 1-5 Weekend alcohol consumption 

Health Numeric 1-5 Current health status 

Absences Numeric 0-93 Number of school absences 

G1 Numeric 0-20 First-period grade 

G2 Numeric 0-20 Second-period grade 

G3 Numeric 0-20 Final grade (Target) 
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B. Proposed Framework 

The proposed framework for math performance prediction 
using various machine-learning methods is shown in Fig. 1. As 
shown, at first, filtered and wrapper feature selection methods 
were used to find 10 important features in predicting students' 
final math grades. Then, all the features of the data set as well as 

the 10 selected features of each of the feature selection methods 
were used as input for the regression analysis with the Adaboost 
model. Finally, the prediction performance of each of these 
feature sets in predicting students' math grades was evaluated 
using criteria such as Pearson's correlation coefficient and mean 
squared error. In the following, each of the feature selection and 
regression analysis methods used will be briefly described. 

 

Fig. 1. Proposed framework for math performance prediction using various feature selection methods. 

C. Filtered Feature Selection Approaches 

Feature selection methods, known as filtered methods, 
choose features based on their performance measure without 
considering the specific data modeling algorithm used. Once the 
optimal features are identified, they can be utilized by the 
modeling algorithms. Filtered approaches have the capability to 
assess individual features' rankings or evaluate entire subsets of 
features [13]. The information, consistency, distance, statistical 
metrics, and similarity that were established for feature filtering 
may all be generally classified into these categories [14]. In this 
research, three filtered feature selection methods were utilized: 
mutual information, Pearson correlation coefficient (PCC), and 
maximum relevance minimum redundancy (MRMR).  

Mutual Information. The mutual information feature 
selection method is a technique used to evaluate the relevance 
between features and the target variable. It measures the amount 
of information that two variables share, indicating their 
dependency and the potential of a feature to contribute useful 
information for the prediction task. This method calculates the 
mutual information score for each feature by considering both 
its individual information content and its relationship with the 
target variable. Features with high mutual information scores are 
considered more informative and are selected for further 
analysis or model building. By focusing on the information 
shared between features and the target, the mutual information 
feature selection method aids in identifying the most relevant 
features and improving the overall performance of machine 
learning algorithms [15]. 

𝐼(𝑋, 𝑌) = ∑ ∑ 𝑝(𝑥, 𝑦) log (
𝑝(𝑥,𝑦)

𝑝(𝑥)𝑝(𝑦)
)

where, I (X, Y) represents the mutual information between 
variables X and Y, p (x, y) denotes the joint probability 
distribution function of X and Y, p(x) and p(y) represent the 
marginal probability distribution functions of X and Y, 
respectively. 

Pearson correlation coefficient (PCC). It is a widely used 
feature selection method in statistics and machine learning. It 
measures the linear relationship between two variables, typically 
a feature and a target variable. The PCC calculates the strength 
and direction of the linear association by calculating the 
covariance of the variables divided by the product of their 
standard deviations. A PCC value close to +1 indicates a strong 
positive correlation, while a value close to -1 suggests a strong 
negative correlation. Feature selection using PCC involves 
selecting the features with the highest absolute PCC values, as 
they are considered more informative for predicting the target 
variable. This method helps identify relevant features and can be 
particularly useful in applications where linear relationships 
between variables are expected [16]. 

𝑃𝐶𝐶(𝑋, 𝑌) =
𝑐𝑜𝑣(𝑋,𝑌)

𝜎(𝑋)𝜎(𝑌)
  

where, cov(X, Y) represents the covariance between X and 
Y, which measures their joint variability, and σ(X) and σ(Y) 
represent the standard deviations of X and Y, respectively. 
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Maximum Relevance Minimum Redundancy (MRMR). It is 
an approach used to select the most informative features from a 
given dataset while minimizing the redundancies among them. 
It evaluates the relevance of each feature with respect to the 
target variable and simultaneously considers the redundancy 
among the selected features. By incorporating both relevance 
and redundancy measures, MRMR aims to identify a subset of 
features that maximizes the discriminative power while 
minimizing the overlap or redundancy between them. This 
technique has proven useful in various applications such as 
pattern recognition, text mining, and bioinformatics, allowing 
researchers to extract a compact and informative feature subset 
for improved model performance and interpretability [17], [18]. 

𝑀𝑅𝑀𝑅(𝑆) = 𝑎𝑟𝑔𝑚𝑎𝑥{∑[𝐼(𝑓𝑖; 𝐶) − ∑ 𝐼(𝑓𝑖; 𝑓𝑗)]}           (3)

where, MRMR(S) denotes the feature subset S that 
maximizes the objective function, I(fi; C) represents the 
relevance or mutual information between feature fi and the 
target variable C, and I(fi; fj) represents the redundancy or 
mutual information between feature fi and feature fj. 

D. Wrapper Feature Selection Approaches 

Wrapper approaches utilize a modeling algorithm as an 
opaque evaluator and use its performance to evaluate feature 
subsets. In classification tasks, these evaluators, like Naïve 
Bayes or SVM, evaluate subsets based on their classification 
performance, while in clustering tasks, they utilize clustering 
algorithms such as K-means to assess subsets. Similar to filters, 
wrappers employ a search strategy to generate subsets, repeating 
the evaluation process for each subset. However, wrappers are 
slower than filters as they depend on the computational demands 
of the modeling algorithm. Furthermore, the selected feature 
subsets can be biased towards the specific modeling algorithm 
used for evaluation, even with the employment of cross-
validation. Therefore, for an accurate estimation of 
generalization error, it is crucial to validate the final subset with 
an independent sample and a different modeling algorithm [19]. 
On a positive note, empirical evidence suggests that wrappers 
outperform filters in obtaining subsets with higher performance 
due to the utilization of real modeling algorithms. While 
wrappers can be used in combination with various search 
strategies and modeling algorithms, they are most suitable for 
greedy search strategies and fast algorithms like linear SVM, 
and Naïve Bayes [20]. In this research, three main categories of 
wrapper feature selection methods were utilized: L1-based and 
L2-based (ridge regression, least absolute shrinkage and 
selection operator (LASSO), and linear SVM), Tree-based 
(extra tree, random forest, gradient boosting tree), and 
evolutionary-based (genetic algorithm). 

Ridge Regression. Ridge regression, also known as 
Tikhonov regularization, is a feature selection method that 
introduces a regularization term to the linear regression model. 
It addresses the issue of multicollinearity among the predictor 
variables by shrinking the coefficients towards zero. In ridge 
regression, the objective is to find the subset of features that 
effectively contribute to the prediction while minimizing the 
impact of correlated or redundant variables. By controlling the 
regularization parameter, ridge regression allows for a balance 
between model simplicity and predictive accuracy. This method 
is particularly useful when dealing with high-dimensional 

datasets and helps prevent overfitting by reducing the variance 
of the model [21]. 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 𝑅𝑆𝑆 + 𝛼 ∑ 𝛽𝑖
2    𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜   ∑ 𝛽𝑖

2 ≤ 𝑡

RSS represents the residual sum of squares, which measures 
the error between the predicted and actual values, βi refers to the 
regression coefficients for each predictor variable, α is the 
regularization parameter that controls the amount of shrinkage 
applied to the coefficients, and t is a threshold that determines 
the budget for the sum of squared coefficients. 

Least Absolute Shrinkage and Selection Operator (LASSO). 
It is a feature selection method utilized in regression analysis to 
efficiently select relevant predictor variables. Unlike traditional 
regression models, LASSO incorporates a regularization term 
into the equation that penalizes the sum of the absolute values of 
the regression coefficients. This penalty encourages sparsity by 
driving some coefficients to exactly zero, effectively conducting 
feature selection. The LASSO method is beneficial in situations 
where there are many predictors, as it can help identify the most 
influential variables and disregard the less relevant ones, leading 
to a more interpretable and efficient model. By striking a balance 
between minimizing the residual sum of squares and reducing 
the magnitude of the coefficients, LASSO allows for automatic 
variable selection and works well in scenarios where there is a 
high degree of multicollinearity or when the number of 
predictors exceeds the number of observations [22]. 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒: (
1

2𝑁
) ‖𝑌 − 𝑋 ∗ 𝛽‖2 + 𝜆‖𝛽‖1   

where, Y is the vector of target values, X is the design matrix 
containing the predictor variables, β is the coefficient vector, N 
is the number of samples, λ is the regularization parameter that 
controls the strength of the penalty term, and ||β||1 is the L1-
norm (sum of absolute values) of the coefficient vector, which 
enforces sparsity. 

Linear SVM. It works by optimizing a linear SVM model to 
find the hyperplane that best separates the classes of data points. 
In this process, SVM assigns weights or coefficients to each 
feature based on its importance in determining the class 
boundary. These weights can be used as a measure of feature 
relevance. By selecting features with large coefficients, which 
contribute significantly to class separation, the linear SVM 
feature selection method helps to identify the most informative 
features for classification tasks. This approach is effective in 
reducing dimensionality, improving model performance, and 
enhancing interpretability [23]. 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 0.5 × ‖𝑤‖2 + 𝐶 ∑ 𝜉    𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜   𝑦𝑖(𝑤𝑇𝑥𝑖) ≥
1 − 𝜉𝑖  , 𝑖 = 1,2, … , 𝑁

where, ξi stands for the slack variables that permit some 
misclassifications, xi is the feature vector of the i-th data point, 
yi is the corresponding class label (+1 or -1), and ||w||2 is the L2 
norm of the weight vector w. C is a regularization parameter that 
balances the trade-off between maximizing the margin and 
minimizing misclassifications. 

Extra Tree. It is a variant of the Random Forest algorithm 
that further increases the randomness of the DTs. Extra Trees 
randomly selects subsets of features and thresholds to build a 
large number of DTs. The feature importance is calculated by 
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measuring the average impurity decrease in overall features in 
the ensemble of trees. Features with high-importance scores are 
considered more relevant for prediction while low-scoring 
features can be discarded. The main advantage of Extra Trees is 
its ability to handle high-dimensional data and capture complex 
interactions among features. It can effectively reduce overfitting 
and improve model performance by selecting the most 
informative subset of features 24]. 

Random Forest. It involves constructing an ensemble of 
DTs, where each tree is trained on a random subset of features 
and the predictions are aggregated through voting or averaging. 
The importance of each feature is then determined by measuring 
how much the performance of the model decreases when that 
feature is randomly permuted. Features that lead to a significant 
drop in performance are considered more important, while those 
with minimal impact are deemed less relevant. By evaluating the 
importance scores across multiple trees, Random Forest feature 
selection provides a robust and efficient approach to 
highlighting the most influential features in a dataset. The 
feature importance score in this method is computed based on 
how much each feature contributes to the overall accuracy of the 
Random Forest model [25]. 

Gradient Boosting Tree. Unlike other methods, it doesn't rely 
on a specific mathematical equation but follows a sequential 
process. The algorithm starts by building weak DTs and then 
iteratively improves them by adding new trees that correct the 
errors made by previous trees. When choosing features for the 
Gradient Boosting Tree, each feature's contribution to lowering 
the model's total loss is taken into consideration. During the 
boosting process, features with higher significance ratings are 
prioritized since they are deemed more significant. By 
iteratively selecting and refining features, the Gradient Boosting 
Tree effectively identifies which features are most influential in 
predicting the target variable, leading to more accurate and 
efficient models [26]. 

Genetic Algorithm (GA). GA is a popular feature selection 
method inspired by the concept of natural selection and genetic 
evolution. It is a search algorithm that mimics the process of 
natural selection to find the best subset of features for a given 
problem. GA starts by representing each potential subset of 
features as a binary string, called a chromosome. These 

chromosomes then undergo reproduction, mutation, and 
crossover operations to create a new population of chromosomes 
in each generation. Fitness functions are defined to evaluate how 
well each subset performs. The subsets with the highest fitness 
values are given a higher probability of being selected for the 
next generation. This iterative process continues until a stopping 
criterion is met. By using genetic operators such as mutation and 
crossover, GA explores the solution space effectively and finds 
optimal or near-optimal feature subsets that can improve the 
performance of machine learning models [27]. 

E. Regression Analysis 

Regression Analysis with Adaboost is a powerful machine 
learning technique that combines the principles of regression 
analysis and the Adaboost algorithm. Regression analysis is 
used to predict a continuous target variable based on one or more 
predictor variables. Adaboost, on the other hand, is an ensemble 
learning algorithm that combines the strengths of multiple weak 
classifiers to build a strong predictive model. In the context of 
regression, Adaboost works by iteratively training a series of 
weak regression models on different subsets of the training data. 
In each iteration, Adaboost assigns higher weights to the training 
instances that were poorly predicted by the previous models, 
thereby focusing on the most challenging cases. The weak 
models are then combined through a weighted average, where 
the weights are determined by their performance on the training 
data. By repeatedly refining the model based on the 
misclassified instances, Adaboost can ultimately create a robust 
and accurate regression model. This approach is helpful in 
handling complex regression problems with non-linear 
relationships between predictors and the target variable, as it 
effectively captures the underlying patterns and produces 
accurate predictions [28]. 

III. RESULTS 

Table II shows the characteristics of the dataset used, which 
includes the 32 features shown in Table I. In addition, Fig. 2 
shows the histogram of some variables of this dataset to display 
the status of students. Fig. 3 also represents the outcome of the 
correlation evaluation between all the variables of this dataset. 
As it is clear, the G1 and G2 variables have a correlation greater 
than 0.8 with the target variable (G3). 

TABLE II.  CHARACTERISTICS OF THE DATASET 

Attributes Type/Value 

Dataset Student performance (Math course) 

Number of samples 395 

Number of features 32 

Number of target feature 1 

Missing values 0 
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Fig. 2. Histogram of different variables.

 
Fig. 3. FCorrelation between 32 dataset variables. 
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Fig. 4 to Fig. 6 show the results of feature ranking by 
different feature selection methods to predict final math grades. 
Also, Table III shows the Top 10 features selected by MRMR 
and GA feature selection techniques. As shown, G1 and G2 

scores had the highest correlation with the final grade (G3), and 
in most of the feature selection methods, they were among the 
best features.

 
Fig. 4. Dataset feature ranking using two filtered feature selection techniques (PCC and MI) to predict final math grades. 

 
Fig. 5. Dataset feature ranking using three wrapper feature selection techniques (Ridge, LASSO, and SVM) to predict final math grades. 
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Fig. 6. Dataset feature ranking using three wrapper tree-based feature selection techniques (extra tree, random forest, and gradient boosting model) to predict 

final math grade. 

TABLE III.  TOP 10 FEATURES SELECTED BY MRMR AND GA FEATURE SELECTION TECHNIQUES 

Technique Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Rank 6 Rank 7 Rank 8 Rank 9 Rank 10 

MRMR G1 Failures Medu Romantic Higher Goout Famsize Age Traveltime Mjob 

GA Medu Studytime Romantic G2 Freetime Goout Dalc Walc Health G1 

After selecting the feature, 80% of the data was used as a 
training sample and the remaining 20% was used as a test 
sample. Table IV shows the result of regression analysis using 
the Adaboost model and features selected by different machine 
learning techniques to predict the final math grade. Pearson 
correlation coefficient (PCC), mean absolute error (MAE), and 
mean squared error (MSE) were used to evaluate the results of 
the regression analysis. As shown, the best result was obtained 
from feature selection by the LASSO method with PCC = 
94.26%, MAE = 1.12, and MSE = 2.53. After the LASSO 

method for feature selection, the Extra Tree (PCC = 94.00%, 
MAE = 1.13, MSE = 2.64) and Gradient Boosting Machine 
(PCC = 93.55, MAE = 1.15, MSE = 2.73) methods respectively 
had the best prediction of the final math grade. Fig. 7 shows the 
scatter plots of the top 10 features selected by the LASSO 
technique. The bolder the data is, the higher the final math score. 
However, the rest of the feature selection techniques, except the 
random forest (PCC = 93.35%, MAE = 1.13, MSE = 2.76), 
achieved a lower precision than the original dataset for 
predicting the final math grade. 
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Fig. 7. Scatter plots of the top 10 features selected by the LASSO technique. The bolder the data is, the higher the final math score. 
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TABLE IV.  THE RESULT OF REGRESSION ANALYSIS USING THE ADABOOST MODEL AND FEATURES SELECTED BY DIFFERENT MACHINE LEARNING 

TECHNIQUES TO PREDICT THE FINAL MATH GRADE 

Feature selection method 
Pearson correlation 

coefficient (PCC) 

Mean absolute error 

(MAE) 

Mean squared error 

(MSE) 
Number of features 

Without feature selection 93.28±0.01 1.20±0.09 3.01±0.58 32 

Ridge 87.87±0.03 1.63±0.11 5.30±1.22 10 

LASSO 94.26±0.01 1.12±0.08 2.53±0.46 10 

Linear SVM 86.16±0.03 1.71±0.08 6.23±1.51 10 

Gradient boosting 93.55±0.01 1.15±0.09 2.73±0.46 10 

Extra tree 94.00±0.01 1.13±0.11 2.64±0.58 10 

Random forest 93.35±0.02 1.13±0.06 2.76±0.35 10 

PCC 87.76±0.02 1.69±0.11 5.60±0.96 10 

MI 91.04±0.01 1.25±0.05 3.57±0.56 10 

MRMR 87.18±0.02 1.69±0.20 5.88±1.17 10 

GA 74.35±0.04 2.50±0.25 10.39±1.14 10 

IV. DISCUSSION 

In this research, machine learning methods were used for 
data mining from a dataset of students' performance. For this 
purpose, a variety of filtered and wrapper feature selection 
methods were used to determine the important demographic 
factors involved in predicting students' math scores. Finally, the 
features selected by each method predicted the final math grade 
using regression analysis with the Adaboost model. The results 
showed that the wrapper LASSO feature selection technique 
selects the best subset of features to predict the final math grade. 
LASSO offers several advantages in the field of data analysis. 
Firstly, it provides a solution for handling high-dimensional 
datasets, where the number of predictors exceeds the number of 
samples. By imposing a penalty term on the regression 
coefficients, LASSO encourages sparsity by shrinking some 
coefficients to zero, effectively selecting the most relevant 
features. This can lead to improved model interpretability and 
the identification of key predictors driving the observed 
outcomes. Moreover, LASSO is robust against 
multicollinearity, a common issue when predictors are 
correlated, as it tends to select one representative variable among 
highly correlated features [29]. Additionally, LASSO aids in 
avoiding overfitting by preventing the model from becoming 
excessively complex, which can generalize well to unseen data. 
Therefore, the LASSO method provides a powerful and efficient 
approach to feature selection by effectively handling high-
dimensional datasets, promoting interpretability, and robustness 
against multicollinearity, and preventing overfitting [30]. The 
important factors selected by LASSO involved in predicting the 
final math grade of students were first and second-period grades, 
quality of family relationships, age, number of school absences, 
weekend alcohol consumption, current health status, the reason 
for choosing the school, weekly study time, and home to school 
time arrival. Schools encounter a range of predominant 
difficulties, such as performance analysis, delivering 
exceptional education, devising effective methods to assess 
student progress, and planning for future initiatives[31]. To 
tackle the issues students may encounter while pursuing their 
studies, it becomes imperative for these institutions to establish 
student intervention programs. These intervention plans aim to 

address and resolve the challenges faced by students throughout 
their academic journey [32]. However, to have an effective 
intervention, important factors must be identified and this study 
was able to do this by using different data mining methods. 

There are some previous attempts to survey the literature on 
academic performance [33]; however, most of them are general 
literature reviews and targeted towards the generic students’ 
performance prediction. Table V compares the results obtained 
by the proposed framework in this study with previous 
techniques. As shown, the proposed framework outperforms 
other techniques in predicting student performance. As a result, 
this study could improve previous techniques in predicting 
student performance. 

TABLE V.  COMPARISON OF THE RESULTS OBTAINED BY THE PROPOSED 

FRAMEWORK WITH PREVIOUS TECHNIQUES 

Reference Machine learning technique MAE MSE 

[1] 
Semi-supervised regression 

algorithm 
1.23 2.70 

[34] 

Model Tree (MT), NN, Linear 

Regression (LR), Locally 
Weighted Linear Regression, and 

Support Vector Machine (SVM) 

1.21 - 

[35] 
Scoring algorithm called 
WATWIN and linear regression 

- 6.91 

[36] 

Support Vector Machine (SVM), 

Random Forest, Logistic 
Regression, Adaboost, and 

Decision Tree 

1.40 3.15 

[37] multilevel regression trees 1.33 2.97 

[38] 

Linear regression for supervised 

learning, linear regression with 

deep learning and neural network 

3.26 7.19 

[39] 

Borderline SMOTE, Random 
Over Sampler, SMOTE, 

SMOTE-ENN, SVM-SMOTE, 

and SMOTE-Tomek 

4.11 10.76 

Current 

study 
LASSO and regression 1.12 2.53 
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Anticipating the academic performance of students assumes 
significance within educational settings like schools and 
universities. This enables the development of efficient 
mechanisms that enhance academic outcomes and deter dropout 
rates, among other benefits [40]. The automation of various 
tasks involved in students' regular activities, leveraging vast 
amounts of data obtained from technology-enhanced learning 
software tools, plays a pivotal role in achieving these 
advantages. Consequently, meticulous analysis and processing 
of this data can furnish valuable insights into students' aptitude 
and their correlation with academic assignments [41]. Such 
information serves as the foundation for propitious algorithms 
and methodologies capable of prognosticating students' 
performance. The present study showed that the proposed 
framework can be used for such work in educational 
environments. This framework can predict students' 
performance by analyzing large datasets and taking into account 
the past and current status of students. However, there are 
limitations in this study as in many other studies that should be 
mentioned. First, this model requires external validation using 
unseen datasets. Second, most of the variables in this data set 
were demographic factors, while there are certainly other 
important factors that should be investigated in future studies. 
Thirdly, although the obtained results were good and acceptable, 
future studies should seek to improve the current results by 
optimizing the model parameters. 

V. CONCLUSION 

In this research, a comparative study was conducted between 
different data mining techniques to predict the mathematical 
performance of students. For this purpose, various filtered and 
wrapper feature selection methods were compared to select the 
most useful factors in predicting math grades. The present study 
showed that the LASSO feature selection technique integrated 
with regression analysis with the Adaboost model is a suitable 
data mining framework for predicting students' mathematical 
performance. This framework was able to identify the most 
relevant factors related to math performance and predict student 
performance with low error rate. These methods that rely on data 
analysis can be employed alongside other educational 
techniques to assess students' progress effectively. They offer 
insightful feedback to academic advisors, enabling them to 
suggest appropriate follow-up courses and implement necessary 
pedagogical interventions. Moreover, this research will greatly 
influence the development of curricula within degree programs 
and contribute to the formulation of education policies at large. 
Future research should take advantage of optimization 
algorithms to adjust parameters to improve the structure of the 
proposed framework and achieve better results. In addition, it is 
necessary to examine the external validity of the proposed 
framework by applying it to other datasets. 
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