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Abstract—Among the influential elements in the national economy is the stock market. The stock market is a multifaceted system that combines economics, investor psychology, and other market mechanics. The objective of the financial market investment is to maximize profits; but, due to the market's complexity and the multitude of factors that might impact it, it is challenging to predict its future behavior. The challenging process of stock price prediction requires the analysis of a wide range of social, political, and economic factors. These variables include market trends, financial statements, earnings reports, and other data. The goal of this project is to develop an accurate hybrid stock price forecasting model using Random Forest which is combined with the optimization. Random Forest is one type of machine learning that is often used in time series analysis. This study provides stock price forecasting using the Hang Seng index market, which consists of the largest and most liquid corporations that are publicly traded on the Hong Kong Stock Exchange, data from 2015 to 2023. The Dow Jones and KOSPI were evaluated as two additional indices. This study demonstrates some optimization approaches including genetic algorithm, grey wolf optimization, and biogeography-based optimization, which drew inspiration from the phenomenon of species migrating between islands in search of a suitable habitat. Biogeography-based optimization has shown the best result among these optimizations. The proposed hybrid model obtained the values 0.992, 0.997, and 0.9937 for the coefficient of determination for HSI, Dow Jones, and KOSPI markets, respectively. These results indicate the ability of the model in order to predict the stock market with a high degree of accuracy.
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I. INTRODUCTION

A. Knowledge Background

The stock market is a network that facilitates nearly all significant global economic transactions at a dynamic rate determined by market equilibrium and known as the stock value. Predicting the stock market is a highly challenging endeavor since many factors might affect the market price, such as economic, political, and investor mood [1], [2], [3]. This resulted in random fluctuation and was caused by changes in stock market prices. Inherently volatile and loud is the stock market [4]. It is necessary to have in-depth stock knowledge to anticipate the stock exchange. Purchasing stocks that will appreciate over time is preferred by investors over stocks whose price will fall. But, to optimize investor profit and reduce loss, it is critical to create a potent stock market algorithm that has the ability to accurately predict stock behavior. Furthermore, a variety of variables that affect the stock market's volatility in the exchange market might affect it. Forecasting the future price of stocks can also be difficult when stock market data is incomplete. To forecast the movement of the stock price, investors use a variety of technical indicators. While the stock is evaluated using these indications, it is difficult to predict market developments. The behavior of stock movements is influenced by both non-economic and economic factors [5]. To comprehend the basic elements impacting stock prices, several models have been created and put to the test. To construct a model or algorithm that would permit investors to anticipate modifications more precisely than they did in the past, research is still ongoing. One of the most well-liked and often-used techniques is the creation of prediction models using machine learning algorithms [6]. Artificial intelligence (AI) and machine learning have the ability to greatly improve stock market precision forecasting in general. This would provide investors with useful information about market movements and assist them in making wise financial choices [7]. The practicality of artificial neural networks as machine learning models is beginning to pose a threat to traditional regression and statistical methods [8].

The Random Forest (RF) is an ensemble of regressors or decision-tree classifiers in which the distribution of each tree is identical across the forest and is dependent on an independent random sample [9]. Both the training data and the input variables are chosen at random during the generation of each decision-tree classifier or decision-tree regressor in RF [10]. Thus, every decision tree within an RF attains an adequate level of robustness to accommodate thousands of variables without experiencing overfitting [11]. In addition, it is possible to decrease the variance and correlation of the trees.

In recent times, meta-heuristic-based algorithms have garnered considerable interest in the optimization of objective functions across diverse domains owing to their straightforwarndess, adaptability, resilience, and capacity to circumvent local maxima. To optimize the performance of the RF model, the present investigation employed three meta-heuristic optimization algorithms: the genetic algorithm (GA), grey wolf optimization (GWO), and biological bases optimization (BBO). Mirjalli et al. [12] proposed the GWO algorithm, which draws inspiration from the social hierarchy and hunting strategies exhibited by grey wolf packs and operates on a population-based model. Four levels comprise the hierarchy: omega, alpha, beta, and delta [12]. One of the evolutionary algorithms utilized to resolve optimization problems is the GA [13]. The algorithm in question is a direct
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replication of Darwin’s survival of the fittest and the process of natural evolution [13]. An initial population of randomly generated candidate solutions encoded as chromosomes is utilized by the algorithm. By applying the principle of survival of the fittest to generate ever-improving approximations, the solution to the inverse problem may be to gradually identify the elite individual attained through progress [13]. The BBO algorithm, introduced by Dan Simon in 2008 [14], is a novel population-based meta-heuristic algorithm that drew inspiration from the migration of species across various islands in search of a suitable habitat [14]. This algorithm utilizes the habitat suitability index (HSI) to quantify the quality of the homeland (solution); a solution with a high HSI is deemed to be good, whereas one with a low HSI is deemed to be poor [14]. This optimizer has been widely utilized in different tasks [13], [15], [16], [17], [18], [19].

B. Literature Review

In recent decades, substantial potential has existed for the implementation of machine learning algorithms in the context of forecasting future stock market prices. Bhalke et al. [20] examined the arduous and unpredictable characteristics of forecasting stock market prices, with a particular focus on the prevalence of recurring patterns in price curves. They investigated the feasibility of utilizing Long Short-Term Memory (LSTM), which is renowned for its efficacy with sequential data, to predict forthcoming stock prices through the analysis of daily closing prices [20]. The objective of their research was to automate prediction processes and minimize human labor in stock market analysis through the utilization of LSTM, a machine learning technique [20]. In their study, Yuan et al. [21] propose an alternative methodology to the conventional linear multi-factor stock selection model that incorporates the stock market's dynamic and chaotic attributes. They implemented a diverse range of feature selection algorithms to carry out an exhaustive feature selection procedure [21]. Time-sliding window cross-validation is employed to further refine the parameters of stock price trend prediction models that are based on machine learning [21]. The researchers employed an extensive dataset spanning eight years, which pertained to the Chinese A-share market, with the aim of determining the most effective integrated models for predicting trends in stock prices [21]. Through the analysis and evaluation of multiple integrated models, their study established that the Random Forest algorithm demonstrates remarkable effectiveness in both feature selection and stock price trend prediction [21]. Vijh et al. [22] employed Random Forest and Artificial Neural Networks (ANN) in their research to forecast the closing prices of five diversely operating companies across multiple sectors. They utilized financial data encompassing stock opening, closing, high, and low prices to produce original variables that serve as inputs for the predictive models [22]. With the utilization of ANN and Random Forest methodologies, their objective was to forecast the closing prices of stocks on the subsequent business day [22]. Moghar and Hamiche confront the complexities inherent in predicting future asset values in the perpetually volatile and uncertain financial market [23]. Their research is devoted to the development of a predictive model utilizing recurrent neural networks (RNNs), with an emphasis on LSTM models [23]. They aimed to enhance the precision of inventory value predictions through the utilization of RNN capabilities, specifically LSTM [23].

Khan et al. [24] investigated the influence of political occurrences and public opinion on the trajectory of the stock market. Their investigation encompassed not only the performance of individual firms but also the wider market milieu [24]. They aimed to ascertain whether public sentiment and political circumstances of a given day could have an impact on seven-day stock market trends. To achieve this goal, sentiment and political situation features were incorporated into a machine-learning model to assess their influence on prediction accuracy [24]. Their experimental findings revealed that the inclusion of sentiment features marginally improved the accuracy of predictions by a range of 0% to 3%. Nevertheless, the integration of the political situation feature resulted in a significant enhancement of approximately 20% in the precision of forecasts [24]. To enhance the accuracy of trend prediction about stock market volatility, Nabipour et al. [25] initiated an inquiry employing machine learning and deep learning algorithms. An investigation was undertaken to assess the relative efficacy of various prediction models concerning four discrete stock market categories that are publicly traded on the Tehran Stock Exchange: diversified financials, petroleum, non-metallic minerals, and basic metals [25]. The results indicated that when applied to continuous data, the RNN and LSTM performed better than alternative prediction models [25]. Liu and Long [26] proposed a framework for forecasting stock closing prices that takes advantage of the LSTM network's prowess in processing complex financial time series and deep learning capabilities. Their framework employed empirical wavelet transform (EWT) for data preprocessing and an outlier-robust extreme learning machine (ORELM) model for post-processing, as opposed to conventional models [26]. The primary component, a deep learning predictor based on LSTM networks, was optimized via the particle swarm optimization (PSO) algorithm and the dropout technique [26]. The feasibility of employing three machine learning algorithms—Support Vector Machine (SVM), Multilayer Perceptron, and Logistic Regression—to forecast the course of stock prices for the subsequent day was investigated by Parray et al. [27]. The experiments are executed by the researchers utilizing historical stock data spanning the period from December 31, 2018, to January 1, 2013. Approximately fifty stocks were included in the dataset, which was compiled using the NIFTY 50 index of the Indian National Stock Exchange [27]. Their results indicate that the SVM model achieves an average prediction accuracy of 87.35% [27]. Logistic Regression and Multilayer Perceptron follow suit with an accuracy of 86.98% and 75.88%, respectively [27].

Mehta et al. [28] devised a hybrid modeling approach to forecast stock prices through the integration of machine learning and deep learning methodologies. The data utilized in their analysis is obtained from the National Stock Exchange (NSE) of India's NIFTY 50 index values [28]. The time span encompassed by this dataset is between December 29, 2014, and July 31, 2020. In order to predict the open values of the NIFTY 50 index between July 31, 2020, and December 31, 2018, eight regression models are constructed using training data that covers the period from December 29, 2014, to December 28, 2018 [28]. Ayala et
al. [29] introduced a hybrid approach for generating trading signals in stock market prediction by integrating machine learning methodologies with technical analysis indicators. Future applications of their method [29] involving the integration of machine learning and a technical indicator for the purpose of informing trading decisions may be justified, given its straightforwardness and efficacy [29]. An evaluation of the performance of four machine learning techniques was conducted to ascertain the most suitable one: a random forest, a linear model, and four neural networks. Utilizing daily trading data from prominent indices including the Ibex35, DAX, and Dow Jones Industrial, they assessed their technical trading strategies by employing the Triple Exponential Moving Average and Moving Average Convergence/Divergence [29]. In order to forecast the S&P 500 index's closing price for the subsequent day, Bhandari et al. [30] utilize LSTM, an architecture designed specifically for neural networks. A thorough examination of the behavior of the stock market is accomplished by constructing a meticulously curated collection of nine predictors [30]. This ensemble comprises technical metrics, macroeconomic indicators, and fundamental market data. Subsequently, both single-layer and multilayer LSTM models are constructed utilizing the selected input variables [30].

C. Research Gaps, Motivations, and Main Contributions

The literature review does not incorporate optimization techniques. Additionally, it fails to analyze the effectiveness of these techniques or determine which one produces the most favorable outcomes in the context of stock price forecasting. Although numerous studies examine the creation of hybrid models that combine machine learning and deep learning techniques for predicting stock prices, there is a lack of thorough assessment regarding the effectiveness of these models in comparison to conventional machine learning models. The majority of studies discussed in the literature review concentrate on predicting stock prices for individual companies or indices. However, there is a dearth of research that specifically applies these models to the Hang Seng Index (HSI) market, Dow Jones, and KOSPI indexes. By developing an innovative hybrid stock price forecasting model using these datasets, this research fills in the existing gaps in knowledge. Several optimization techniques, including GA, GWO, and BBO, are incorporated with the widely used machine learning algorithm RF. To identify the most accurate forecasting method for the HSI market, this research entails a comparative evaluation of these optimization techniques. In addition, a comparative analysis of the performance of our hybrid model with pre-existing hybrid models has been conducted. Incorporating optimization techniques with RF for stock price forecasting in the HSI market yielded outcomes that establish the efficacy of this methodology in both accuracy and predictive capability.

In order to address the complexities of the stock market landscape, the motivation is to create hybrid models that combine machine learning and optimization techniques. The primary objective of the model is to optimize its applicability and precision by devoting attention to the distinctive dynamics of the HSI market. To enhance the predictive performance of the forecasting model, a comparative analysis of various optimization strategies was conducted. With the ultimate goal of enabling well-informed decision-making in the financial sector, the research endeavors to furnish investors with dependable insights, thereby promoting economic stability and growth. These are the primary contributions of the study:

- The research paper makes a scholarly contribution to the domain of financial forecasting through the proposition of an optimized hybrid model designed to forecast stock prices. The research enhances the methodology for forecasting and modeling stock market trends by integrating RF with some optimization techniques, including GA, GWO, and BBO.

- By conducting an analysis of HSI market data spanning the years 2015 to 2023, this study offers significant insights into the intricacies of stock market behavior. Additionally, KOSPI and the Dow Jones were evaluated as supplementary indices. Through the identification of critical determinants that impact stock prices and the construction of a model that can effectively capture these intricacies, this study enhances the collective comprehension of investor conduct and market trends.

- This research investigates the utilization of optimization methods to refine the performance of machine learning models. Through the assessment of various optimization techniques, including GA, GWO, and BBO, this study provides valuable insights regarding the enhancement of machine learning algorithms specifically designed for the purpose of financial forecasting.

The remaining portion of this article is structured in the following manner: Section II outlines the materials and methods used, as well as provides details about the dataset and assessment metrics. The experimental findings are presented in Section III. Additionally, the analyses and discussions are outlined in Section IV. Finally, the study's conclusions are presented in Section V.

II. METHODOLOGY

A. Random Forest

An ensemble learning algorithm [31] typically includes a Random Forest [32]. The algorithm's core idea is to create and generate a decision tree using the subset of sampled original data, combine several decision trees into a random forest, and then carry out a replacement sampling process using the original data set using the Bootstrap sampling method. The forecast generated by a Random Forest regression model is constructed by aggregating the results generated by numerous decision trees. The mean of the predictions made by each individual decision tree in the Random Forest constitutes the final output. Consequently, the collective forecast generated by the ensemble of decision trees constitutes the mean value or consensus of the overall forecast produced by the random forest. In the random forest algorithm paradigm, every decision tree Fig. 1 has a succession of decision nodes that resemble a tree, which comprises the individual phases of the algorithm. The tree is split into several branches till it reaches the leaf at the tip of the tree based on this sequence. Each decision tree's output prediction is routed through leaf nodes, and the aggregated outputs of several decision trees are then used to make predictions. Among its benefits are its quick training pace and
ability to prevent overfitting. The selection and configuration of the hyperparameters for a Random Forest model significantly influence its overall performance and capacity for generalization. The "Maximum Depth" parameter controls the depth of decision trees, which has implications for the model's complexity and vulnerability to overfitting. Specifically, GA favors a depth of 80, GWO tends towards 50, and BBO converges at 60. The setting for feature selection during splitting, "Maximum Features," consistently prioritizes the "auto" option across all optimization techniques. The minimum number of samples necessary for node splitting and "Minimum Samples Leaf" are determined by "Minimum Samples Split" and "Minimum Samples Leaf," respectively. GA selects 2 samples for both, GWO selects 1 and 4, and BBO selects 2 and 3. In order to ensure reproducibility, "Random State" initializes randomness; GA, GWO, and BBO select 42, 64, and 24 elements, respectively. The ensemble size is ultimately determined by the "Number of Estimators," whereby 300, 200, and 500 trees are selected by GA, GWO, and BBO, respectively. The judicious modifications executed by each optimizer underscore their sophisticated approaches in refining hyperparameters with the aim of improving the random forest model's performance on the dataset, thereby guaranteeing an equilibrium between intricacy and applicability. The setting of the hyperparameters of the RF can be observed in Table I.

B. Genetic Algorithm

GA is a computer technique that solves optimization and search issues by simulating the process of natural selection. The basic notion is to create new persons by continually applying genetic operators like selection, crossover (recombination), and mutation to a population of candidate solutions known as individuals. The quality of the solution is then gauged by a fitness function, which is used to assess the new individuals. Until a workable solution is identified, this procedure is repeated over several generations [33], [34]. GA has three essential components [35]:

- Encoding: Every person is represented by a chromosome, which is a collection of numbers or letters. The particular issue being handled determines which encoding is used.
- Evaluation: The standard of the response that each person represents is assessed using the fitness function. The current issue guides the design of the fitness function.
- Operators that are used to create new individuals from preexisting ones are called evolutionary operators. The operators that are most often utilized are mutation, crossover, and selection. To choose the most qualified people to procreate, selection is utilized. The process of crossover allows the chromosomes of two persons to combine to generate one new person. Individual chromosomes can have minor, random alterations introduced into them through the use of mutations.

GA is a heuristic optimization technique; however, technique cannot guarantee the discovery of the best global solution, but it can yield a respectable result at a manageable computing cost. For large-scale issues, however, it could be computationally demanding and time-consuming, particularly if the dataset is big and the training procedure takes a while [36].

**Table I. Setting of the Hyperparameters**

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Random Forest</th>
<th>GA</th>
<th>GWO</th>
<th>BBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max depth</td>
<td>[10, 100, None]</td>
<td>80</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>Max features</td>
<td>['auto', 'sqrt']</td>
<td>auto</td>
<td>auto</td>
<td>auto</td>
</tr>
<tr>
<td>Minimum samples leaf</td>
<td>[1, 4]</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Minimum samples split</td>
<td>[2, 10]</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Random state</td>
<td>[4, 24, 42, 64, 88]</td>
<td>42</td>
<td>64</td>
<td>24</td>
</tr>
<tr>
<td>Number estimators</td>
<td>[200, 2000]</td>
<td>300</td>
<td>200</td>
<td>500</td>
</tr>
</tbody>
</table>

Fig. 1. Illustration of RF.
During training, the number of iterative cycles executed by the optimization algorithm is determined by the epoch parameter, which is configured to 500. With a value of 100, the population size parameter specifies how many potential solutions are assessed during each iteration.

C. Gray Wolf Optimization

The optimization strategy that will be presented in this part is distinct and is modeled after the natural hunting organization of grey wolves. In, Mirjalili et al. [37] introduced the Grey Wolf Optimization (GWO) approach. It is claimed that each wolf in the pack lives in a semi-democratic way, with a specific place in this algorithm. To prepare for the hunt, the wolves first circle their target. As they go closer and loosen the encirclement, they gradually exhaust the victim. When the dominant wolf gives the signal, they attack and capture the prey. The wolf hierarchy is as follows:

The alpha pair (\(\alpha\)), the group leader, makes the decisions. Alpha decisions have an effect on the group as a whole. However, one also observes a certain democratic conduct.

Beta wolves (\(\beta\)) help alphas with decision-making and other group activities. The most qualified wolves are the alpha wolves until they are too old or die.

The lowest-ranking wolves in a pack are called omega wolves (\(\omega\)). These are the wolves that warn of approaching disaster. Wolves have to follow the decisions made by other wolves as they eat their prey. As a result, the Omega Wolves are typically not particularly significant. However, if they are eradicated or disregarded, the group may have major problems, such as civil war.

Wolves that do not fall into the previously stated groups are known as delta wolves (\(\delta\)). These wolves are superior to omegas even if they follow the alpha and beta hierarchies.

As mentioned before, grey wolves are known for their rapacious hunts for prey. Eq. (1) below simulates grey wolves' hunting habits.

\[
\vec{D} = |\vec{c} \cdot \vec{X}_p(t) - \vec{X}(t)| \\
\vec{X}(t + 1) = \vec{X}_p(t) - \vec{A} \cdot \vec{D} \\
\vec{A} = 2\vec{a}r_1 - \vec{a} \\
\vec{c} = 2r_2
\]

During algorithm iterations, the grey wolf’s location vector \(X\), denoted by \(t\) in Eq. (1), linearly decreases from a value of 2-0. The coefficients of the prey position vector are represented by vectors \(A\) and \(C\). \(r_1\) and \(r_2\) are random vectors in the interval \([0,1]\). The algorithm undergoes 500 rounds of iterative refinement with an epoch value of 500 to improve its predictive capabilities. The algorithm optimizes its search efficiency by concurrently evaluating 100 candidate solutions in each iteration, with a population size of 100.

D. Biogeography-based Optimization

When combined with a more effective exploration method, the BBO algorithm is proven to be effective in exploiting the search space. Because they share qualities, superior solutions tend to draw in inferior ones. The operators listed below are used to process this feature sharing.

Migration Operator: Migration is the process by which, depending on immigration and emigration rates, the poorer solution is replaced with a better habitat. The method by which a species enters a habitat is measured by its emigration rate. Depending on immigration and emigration rates, the poorer solution is replaced with a better habitat. Better solutions will see a greater rate of emigration than inferior ones.

The quantity measurement used to determine how a species leaves its environment, however, is the immigration rate. Therefore, in a worse solution than in a better one, the immigration rate will be higher. The simplest form of BBO, the straight lines seen in Fig. 2, have been employed. For the linear functions, it is possessed: Therefore, in a worse solution than in a better one, the immigration rate will be higher. The simplest form of BBO, as seen in the straight lines in Fig. 2, has been employed. For the linear functions, it is assumed that:

Fig. 2. Visualizing the biogeography-based optimization.
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\[ \mu_k = \frac{E}{n} \lambda_k = I \left(1 - \frac{k}{n}\right) \]  \hspace{1cm} (2)

where,

- \( \mu_k \): Emigration rate of \( k^{th} \) habitat.
- \( \lambda_k \): Immigration rate of \( k^{th} \) habitat.
- \( I \): Maximum immigration rate.
- \( E \): Maximum emigration rate.
- \( n = S_{max} \): Maximum number of species a habitat can support.
- \( k \): Number of species count.

As species diversity increases, immigration rates decrease. On the other hand, the emigration rate rises in tandem with the number of species. \( S_1 \) and \( S_2 \), two possible solutions, exist. While \( S_1 \) is a somewhat subpar response, \( S_2 \) is a quite good one. On average, immigration rates for \( S_1 \) are higher than those for \( S_2 \). Compared to \( S_2 \) emigration, \( S_1 \) emigration will occur at a slower rate.

Mutation: A BBO mutation is comparable to an abrupt shift in living circumstances brought on by other events, such as a tornado, volcanic eruption, or natural disaster. Since the previous environment is no longer adequate for the species to live, the random change in the solution indicates that the animal moves to a new habitat.

The epoch parameter, which is initialized to 500, controls the length of time that the algorithm iteratively processes. This is an essential factor in enhancing predictive models. The population size parameter, when configured to 100, has an effect on the algorithm’s capacity for exploration and diversity, thereby influencing its convergent solution generation capability. Fig. 3 provides the overall structure for the Biogeography Based Optimization Algorithm for easier comprehension.

![Fig. 3. RF flowchart.](image-url)
E. Dataset Description

A daily closing price time series shows the observed data for each index in one dimension. The complete dataset was first split up into testing and training groups. The first 80% of the data are part of the training set and are used to train the model parameters. As can be observed from the data shown in Fig. 4, the testing set’s last 20% of data is utilized to assess the models’ effectiveness.

This article was shown using data from the Hang Seng Index. Several techniques, including normalization, are used to prepare this data, which spans from the start of 2015 to mid-2023. A notable Hong Kong stock market index, the Hang Seng Index monitors the performance of a subset of the largest corporations that are publicly traded on the Hong Kong Stock Exchange [38]. The Hang Seng Index comprises an assortment of corporations that hold leadership positions across multiple sectors of the Hong Kong economy [38]. In addition to manufacturing, these sectors also include finance, real estate, technology, and telecommunications. The Hang Seng Index comprises a number of corporations renowned for their substantial international footprint and profound global impact [38]. This global reach enhances the index’s significance as an indicator of market and economic trends outside of Hong Kong.

In brief, the Hang Seng Index monitors the performance of major corporations that are publicly traded on the Hong Kong Stock Exchange. It is a significant Hong Kong stock market index. It functions as a benchmark for investors, furnishes valuable insights into the state of the Hong Kong economy, and is indispensable for comprehending market sentiment and trends within the Hong Kong equity market [38]. Fig. 5 illustrates the graphical representation of the daily and time series collection features for the HSI index. It displays the prices of the open, high, low, and close, as well as the volume value for the first five days and last five days. Two additional indices—the Dow Jones and KOSPI—collected from the beginning of 2015 to the middle of 2023 were assessed in order to demonstrate the efficacy of the proposed model. The Dow Jones is an exceptionally followed stock market index on a global scale. It monitors the performance of thirty sizable, publicly traded companies in the United States that are publicly traded on stock exchanges. The KOSPI Index serves as the primary benchmark for the South Korean stock market. The investment vehicle monitors the progress of every common stock that is listed on the Korea Exchange (KRX), the exclusive operator of a securities exchange in South Korea. The KOSPI Index comprises an extensive array of industries, such as consumer goods, finance, technology, and automotive, among others.

Fig. 4. Dataset example and its division into training and testing.

<table>
<thead>
<tr>
<th>Date</th>
<th>Open</th>
<th>High</th>
<th>Low</th>
<th>Volume</th>
<th>Close</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015-01-02</td>
<td>23969.199219</td>
<td>23998.900039</td>
<td>23605.500000</td>
<td>1801713100</td>
<td>23721.300781</td>
</tr>
<tr>
<td>2015-01-05</td>
<td>23969.189453</td>
<td>23998.890141</td>
<td>23655.5105931</td>
<td>2585193100</td>
<td>23721.320312</td>
</tr>
<tr>
<td>2015-01-06</td>
<td>23015.130859</td>
<td>23011.000000</td>
<td>23312.500000</td>
<td>2177978900</td>
<td>23483.410196</td>
</tr>
<tr>
<td>2015-01-07</td>
<td>23396.699219</td>
<td>23715.710938</td>
<td>23332.029297</td>
<td>2181699500</td>
<td>23681.295706</td>
</tr>
<tr>
<td>2015-01-08</td>
<td>23920.349059</td>
<td>23941.840625</td>
<td>23719.050781</td>
<td>2311642900</td>
<td>23835.529287</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>2023-06-23</td>
<td>19135.419822</td>
<td>19138.419822</td>
<td>18000.339044</td>
<td>1689313400</td>
<td>18889.970703</td>
</tr>
<tr>
<td>2023-06-26</td>
<td>18045.000931</td>
<td>19001.619141</td>
<td>18767.150091</td>
<td>2066652200</td>
<td>18794.130589</td>
</tr>
<tr>
<td>2023-06-27</td>
<td>19051.600156</td>
<td>18228.320312</td>
<td>18424.419822</td>
<td>2059530300</td>
<td>19148.130589</td>
</tr>
<tr>
<td>2023-06-28</td>
<td>19099.390625</td>
<td>19222.130859</td>
<td>19019.259706</td>
<td>1675186500</td>
<td>19172.550781</td>
</tr>
<tr>
<td>2023-06-29</td>
<td>19180.279297</td>
<td>19180.279297</td>
<td>18857.320312</td>
<td>1660554400</td>
<td>18604.359375</td>
</tr>
</tbody>
</table>

Fig. 5. A visual example of head and tail analysis of the HSI index.
Maintaining the relative connections between the values is the aim while bringing all the qualities to the same scale. This may be crucial for machine learning algorithms that depend on the amount of data that is supplied. The data normalization procedure uses the following formula:

$$X_{\text{Scaled}} = \frac{(X - X_{\text{min}})}{(X_{\text{max}} - X_{\text{min}})}$$  \hspace{1cm} (3)

**F. Model Evaluation**

A comprehensive array of evaluation metrics was utilized in this investigation of stock prediction in order to assess the performance of the predictive models. The aforementioned metrics consist of the Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Root Mean Square Error (RMSE), and Coefficient of Determination ($R^2$).

MAE calculates the mean discrepancy between anticipated and observed values. By calculating and averaging the absolute differences between predicted and observed values, MAE offers a straightforward indication of the predictive accuracy of a model, irrespective of the error direction. When applied to the domain of stock prediction, MAE provides insight into the average discrepancy that occurs between our forecasts and the real prices of stocks [39]. It can be calculated by using the following equation:

$$MAE = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n}$$  \hspace{1cm} (4)

The accuracy of predictions is quantified by MAPE in percentage format. The metric calculates the mean percentage discrepancy between the values predicted and those observed. Regardless of the scale of the data, MAPE is particularly useful in financial forecasting, such as stock prediction, because it provides insights into the relative accuracy of predictions. It provides a percentage-based understanding of the degree to which our forecasts differ from actual stock prices [39]. The calculation can be performed utilizing the subsequent equation:

$$MAPE = \left(\frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i}\right|\right) \times 100$$ \hspace{1cm} (5)

Another widely employed metric for assessing the accuracy of predictions is RMSE. The square root of the mean of the squared discrepancies between the predicted and observed values is computed. By assigning greater penalties to larger errors as opposed to smaller ones, RMSE offers a more nuanced evaluation of predictive performance. The RMSE metric is utilized in stock prediction to assess the overall adequacy of our models by taking into account the error's magnitude and direction [39]. The calculation can be performed utilizing the subsequent equation:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}}$$  \hspace{1cm} (6)

$R^2$ assesses the extent to which the independent variables (predictors) in the model account for the variability observed in the dependent variable (stock prices). It is bounded between 0 and 1, where higher values signify a more optimal correspondence between the model and the data. Determining the extent to which our predictive models can account for the variability observed in stock prices requires $R^2$ as a critical metric. The evaluation of the model’s ability to account for the observed variations in stock prices is facilitated by this [39]. The following equation could be employed to compute it:

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$  \hspace{1cm} (7)

where, $y_i$ is the actual value, $\hat{y}_i$ is the predicted value, and $\bar{y}$ represents the mean value [39].

**III. EXPERIMENTAL RESULTS**

**A. Statistical Values**

As part of the study report, Table II provides a thorough analysis of the dataset. Information on OHLC price and volume is presented statistically in a comprehensive manner in the table. A more thorough comprehension of the facts is made possible by this. Several statistical measures are displayed in the table, such as the count, 50%, kurtosis, skewness (skew), mean, standard deviation (Std.), minimum (min), and maximum (max) values. An exact and comprehensive data analysis is provided by these measures. From the central tendency to the variability to the dispersion of the data, each of these metrics provides insightful information about a range of aspects of the data.

**B. Algorithms Outcomes**

An exact and thorough data analysis is provided by these measures. Among the several features of the data that each of these measures offers valuable insights into are the central tendency, variability, and dispersion of the analysis. This work’s main goal is to identify and assess the best hybrid algorithm for stock price prediction. To do this, the study created forecasting models and examined intricate factors impacting stock market movements. The objective is to provide analytical data that helps investors and analysts make well-informed investing decisions.

The efficacy and performance ratings of each model are fully analyzed in Table III and Table IV and Fig. 6 and Fig. 7.

**TABLE II. STATISTICAL FINDINGS FROM THE DATASET**

<table>
<thead>
<tr>
<th></th>
<th>count</th>
<th>mean</th>
<th>Std.</th>
<th>min</th>
<th>50%</th>
<th>max</th>
<th>skew</th>
<th>kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open</td>
<td>2090</td>
<td>24877.8</td>
<td>3492.279</td>
<td>14830.69</td>
<td>25002.49</td>
<td>33335.48</td>
<td>-0.19992</td>
<td>-0.65433</td>
</tr>
<tr>
<td>High</td>
<td>2090</td>
<td>25026.72</td>
<td>3486.289</td>
<td>15113.15</td>
<td>25118.69</td>
<td>33484.08</td>
<td>-0.18469</td>
<td>-0.6701</td>
</tr>
<tr>
<td>Low</td>
<td>2090</td>
<td>24689.52</td>
<td>3484.234</td>
<td>14597.31</td>
<td>24755.93</td>
<td>32897.04</td>
<td>-0.21056</td>
<td>-0.64255</td>
</tr>
<tr>
<td>Volume</td>
<td>2090</td>
<td>4013.656</td>
<td>1462.996</td>
<td>0</td>
<td>3679.685</td>
<td>12025.52</td>
<td>1.660448</td>
<td>4.339923</td>
</tr>
<tr>
<td>Close</td>
<td>2090</td>
<td>24862.03</td>
<td>3486.437</td>
<td>14687.02</td>
<td>24973</td>
<td>33154.12</td>
<td>-0.20035</td>
<td>-0.64908</td>
</tr>
</tbody>
</table>
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The primary objective of each model was to forecast the HSI, and the same dataset was used in each model. Additionally, two other indexes were evaluated to prove the efficiency of the proposed model, which these indexes are the Dow Jones and KOSPI collected from the start of 2015 to mid-2023. This article presents a comprehensive and informative study by carefully comparing and evaluating each model's performance. It is crucial to clarify the performance measures used to evaluate the models to provide a fair and adequate comparison. Assessing the models using a range of important metrics, as explained in the methodology section. It is possible to evaluate every model's performance using a range of indicators and then choose the model that best fits the needs.

### TABLE III. ANALYZING DATA WITH METRICS FOR TRAINING SET

<table>
<thead>
<tr>
<th>TRAIN SET</th>
<th>MODEL/Metrics</th>
<th>RF</th>
<th>GA-RF</th>
<th>GWO-RF</th>
<th>BBO-RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSI</td>
<td>$R^2$</td>
<td>0.9891</td>
<td>0.9922</td>
<td>0.9944</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>307.81</td>
<td>261.17</td>
<td>221.27</td>
<td>161.23</td>
</tr>
<tr>
<td></td>
<td>MAPE</td>
<td>0.98</td>
<td>0.89</td>
<td>0.65</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>246.64</td>
<td>230.62</td>
<td>169.22</td>
<td>123.3</td>
</tr>
<tr>
<td>DOW JINES</td>
<td>$R^2$</td>
<td>0.9883</td>
<td>0.9906</td>
<td>0.9930</td>
<td>0.9982</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>562.04</td>
<td>503.87</td>
<td>434.14</td>
<td>217.25</td>
</tr>
<tr>
<td></td>
<td>MAPE</td>
<td>2.23</td>
<td>2.02</td>
<td>1.38</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>533.98</td>
<td>481.98</td>
<td>327.09</td>
<td>159.03</td>
</tr>
<tr>
<td>KOSPI</td>
<td>$R^2$</td>
<td>0.9864</td>
<td>0.9897</td>
<td>0.9922</td>
<td>0.9958</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>6.35</td>
<td>5.53</td>
<td>4.81</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>MAPE</td>
<td>1.64</td>
<td>1.60</td>
<td>1.36</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>5.01</td>
<td>4.67</td>
<td>3.93</td>
<td>2.84</td>
</tr>
</tbody>
</table>
TABLE IV. ANALYZING DATA WITH METRICS FOR TESTING SET

<table>
<thead>
<tr>
<th>TEST SET</th>
<th>MODEL/Metrics</th>
<th>RF</th>
<th>GA-RF</th>
<th>GWO-RF</th>
<th>BBO-RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSI</td>
<td>$R^2$</td>
<td>0.981</td>
<td>0.9875</td>
<td>0.9895</td>
<td>0.992</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>322.02</td>
<td>262.85</td>
<td>240.4</td>
<td>209.87</td>
</tr>
<tr>
<td></td>
<td>MAPE</td>
<td>1.21</td>
<td>1.15</td>
<td>0.97</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>248.31</td>
<td>238.22</td>
<td>201.2</td>
<td>169.6</td>
</tr>
<tr>
<td>DOW JONES</td>
<td>$R^2$</td>
<td>0.9864</td>
<td>0.9899</td>
<td>0.9921</td>
<td>0.9970</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>213.54</td>
<td>201.48</td>
<td>186.04</td>
<td>164.18</td>
</tr>
<tr>
<td></td>
<td>MAPE</td>
<td>0.66</td>
<td>0.54</td>
<td>0.42</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>189.60</td>
<td>166.74</td>
<td>148.92</td>
<td>130.50</td>
</tr>
<tr>
<td>KOSPI</td>
<td>$R^2$</td>
<td>0.9846</td>
<td>0.9880</td>
<td>0.9911</td>
<td>0.9937</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>3.81</td>
<td>3.36</td>
<td>2.91</td>
<td>2.44</td>
</tr>
<tr>
<td></td>
<td>MAPE</td>
<td>1.01</td>
<td>0.79</td>
<td>0.69</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>3.39</td>
<td>2.63</td>
<td>2.33</td>
<td>1.90</td>
</tr>
</tbody>
</table>

IV. DISCUSSION

Initially, based on the acquired result, the RF model was chosen. The higher performance of the RF model led to its formulation following a comprehensive analysis of the data. About the HSI market data from the start of 2015 to the end of 2023, appropriate data were selected and normalized. Furthermore, to substantiate the efficacy of the suggested model, two additional indices—the KOSPI and the Dow Jones—gathered from the beginning of 2015 to the middle of 2023—were assessed. This rigorous strategy will extract pertinent facts to aid in decision-making. $R^2$, RMSE, MAE, and MAPE were used to analyze the data analysis in detail. These indicators have a solid reputation for offering an accurate assessment of the analysis’s overall dependability, efficacy, and correctness. The $R^2$, RMSE, MAPE, and MAE criteria were used to assess the effectiveness of the RF model both with and without an optimizer. This evaluation improved the ability to comprehend the model's performance and make judgments based on the results. Table III and Table IV shows that the evaluation result for the RF alone in testing is 0.9810 from $R^2$, which has increased due to the advances of the optimizers. The $R^2$ criteria values for GA-RF, GWO-RF, and BBO-RF are 0.9875, 0.9895, and 0.9920, respectively, indicating that selecting the optimal course of action is possible. The RMSE values were 307.81 and 322.02 for RF during training and testing, while the MAE values for training and testing were 246.64 and 248.31, respectively.

The MAPE values were 0.98 and 1.21 for RF during train and test. The testing results are a major factor in determining the optimal approach for predicting stock values in the HSI, Dow Jones, and KOSPI markets. When examining the metrics of the testing set, the BBO applied to the RF model, denoted BBO-RF, is the focal point. BBO-RF demonstrates exceptional performance on both the DOW JONES and KOSPI indices, highlighting its capability to enhance predictive accuracy and reduce errors. The impressive $R^2$ score of 0.9970 achieved by BBO-RF for Dow Jones indicates a high degree of accuracy in predicting market movements. It is worth mentioning that it attains the lowest RMSE, MAPE, and MAE values, which emphasizes its ability to produce accurate predictions with minimal discrepancy from the actual values. In the same way, BBO-RF exhibits its superior performance on the KOSPI index by producing significantly reduced error metrics in comparison to RF and other optimization techniques. The findings unequivocally illustrate the efficacy of BBO in enhancing the precision and dependability of RF models, which is especially conspicuous in the context of financial forecasting where exactness is critical. The BBO-RF model that has been proposed yields productive results. The graphs showing the findings may be seen in Fig. 8 and Fig. 9. The training and testing data sets have therefore shown the BBO-RF model to have remarkably high accuracy. For predicting stock prices with remarkable accuracy, the BBO-RF model is an excellent resource.

![Fig. 8. Evaluation of the performance of the proposed model in comparison to real data during training.](image-url)
Fig. 9. Evaluation of the performance of the proposed model in comparison to real data during testing.

Table V. A Comparison between the Evaluation and Prior Research

<table>
<thead>
<tr>
<th>References</th>
<th>Models</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[40]</td>
<td>RNN</td>
<td>0.9784</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>0.9782</td>
</tr>
<tr>
<td></td>
<td>Bi LSTM</td>
<td>0.9785</td>
</tr>
<tr>
<td>[41]</td>
<td>CNN-LSTM</td>
<td>0.9787</td>
</tr>
<tr>
<td>[42]</td>
<td>CNN-Bi LSTM</td>
<td>0.9787</td>
</tr>
<tr>
<td></td>
<td>CNN-Bi LSTM-AM</td>
<td>0.9787</td>
</tr>
<tr>
<td>[43]</td>
<td>SDTP</td>
<td>0.9788</td>
</tr>
<tr>
<td>Current study</td>
<td>BRO-RF</td>
<td>0.992</td>
</tr>
</tbody>
</table>

$R^2$ values for several predictive models are displayed in comparison Table V. It is essential, when assessing the efficacy of our proposed BBO-RF method for predicting the stock market, to compare its performance to that of previously documented models. The findings of various models, including Bidirectional LSTM (Bi LSTM), Long Short-Term Memory (LSTM), and Recurrent Neural Networks (RNN), are detailed in [40]. The accuracy of these models varies, with RNN attaining a $R^2$ value of 0.9784, LSTM 0.9782, and Bi LSTM 0.9785. In a similar vein, Convolutional Neural Network (CNN)-based models such as CNN-LSTM, CNN-Bi LSTM, and CNN-Bi LSTM-AM are presented in [41], [42]. Each of these models has a $R^2$ value of 0.9787. The Stack Denoising Transfer Learning Process (SDTP) is examined in [42], which provides a $R^2$ value of 0.9788. The BBO-RF model, which is presented in this study, attains a significantly elevated $R^2$ value of 0.992. The exceptional performance observed highlights the efficacy of our hybrid methodology in forecasting the stock market. The convergence of BBO and RF enables us to generate more precise forecasts by capitalizing on the combined advantages of optimization and machine learning methodology.

V. Conclusion

A robust market may boost confidence among consumers and companies, spurring additional economic growth. As such, the stock market can be used as an indication of the state of the economy overall. The analysis and discussion above make it evident that the study's findings offer insightful information about the prediction model's performance and accuracy. Essential markers of the model's efficacy are the statistical measures of RMSE, MAPE, MAE, and $R^2$. The Random Forest model has consistently shown remarkable predictive power. This article suggested a new, enhanced model for the technique, which was based on the original Random Forest approach. Machine learning algorithms heavily rely on optimization techniques to help identify the optimal solution to a given problem. To improve accuracy, machine learning models' parameters can be adjusted with the use of optimization techniques. Better judgment and more precise forecasts may result from this. To increase the efficiency of the model used in this research, three optimization methods were used, among which BBO obtained the best results.

This research uses HSI market data from 2015 to 2023 to forecast stock prices along with two Dow Jones and KOSPI indexes. This paper utilized a few optimization techniques, such
as biogeography-based optimization, genetic algorithms, and Grey Wolf Optimization. Out of all of these adjustments, biogeography-based optimization has produced the best results.
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