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Abstract—This work proposes a new simulation model for a centralized transport robot control system that was created with the AnyLogic environment and a special blend of agent-based and discrete-event approaches. The model attempts to do a comprehensive analysis of the centralized request distribution algorithm among robots, gauging the effectiveness of the transport system based on service arrival times. For in-depth testing, a transport robot model was developed using Arduino microcontrollers and NRF24L01 transceivers for communication. Item movement test sequences were created to be uniform in both full-scale and simulation testing. Good, though not perfect, agreement was found between the simulation and experimental results, underscoring the difficulty of obtaining high accuracy in real-time coordinate identification in the absence of sensors. This shortcoming notwithstanding, the novel simulation model provides an invaluable instrument for determining the viability and efficiency of transportation systems as well as analyzing decentralized control mechanisms prior to actual deployment. The novelty of this paper in that it builds a thorough simulation model for a centralized transport robot control system using an AnyLogic environment and a unique blend of discrete-event and agent-based approaches. This comprehensive technique is a novel contribution to the discipline since it enables a thorough evaluation of a centralized request distribution system.
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I. INTRODUCTION

Robotic systems are crucial to the automation of transportation processes and warehouse logistics. These days, autonomous robots can choose orders without the need for human assistance, automatically take the necessary items from the shelf and arrange them in containers or on a pallet, and even arrange items on shelves. In these systems, transport robots are rather significant because they handle not just the loading and unloading of goods in warehouse complexes but also the logistics of transportation.

The automation and robotization of transportation processes are moving quickly, making it imperative to improve the effectiveness of the control systems for these kinds of objects. Robot mobility is essential for jobs like object transportation, object surveying, mapping, and search and rescue that require the machines to move across different types of terrain. When implementing centralized control proves to be challenging or unfeasible, autonomous mobile robots are deployed. In addition to mobile robots, artificial intelligence-based control systems, communications, and sensor technologies are also under development. However, even with great progress made in each of these fields, building fully autonomous robots that operate without human intervention remains a formidable task for the future.

In the process of designing control systems, natural solutions are frequently used. Such solutions are sought after by Bionics. People have observed that groups are more effective at solving issues than individuals when they study the behavior of animals that have a group lifestyle, such as ants, bees, and flocks of fish and birds. Therefore, similarities with nature are typically exploited while creating algorithms for controlling systems that comprise multiple robots.

Multiple intelligent robots that can send and receive messages as well as sense ambient factors make up multi-robotic systems. They collaborate to complete tasks while using either centralized or decentralized control. In applications requiring high dependability and accountability, a multi-robot system performs better than a single robot because it reduces the possibility of a single point of failure and increases operating efficiency. In search and rescue missions, planetary exploration, and warehouse and industrial complex maintenance all use real multi-robotic systems [1]. Multi-robotic systems come in six primary categories with different architectures [2]:

- Unaware systems;
- Aware and uncoordinated systems;
- Poorly coordinated systems;
- Highly coordinated centralized systems;
- Highly coordinated and weakly centralized systems;
- Highly coordinated and distributed systems.

For improving the effectiveness and coordination of transport robots in intralogistics activities, the centralized transport robot control system is a viable strategy. Better performance can be achieved by the system by centralizing decision-making, which optimizes task allocation and routing. But in order to properly utilize the system's potential, issues like scalability, possible single points of failure, and communication requirements need to be cleared up. In order to overcome these obstacles and improve resilience and adaptability, future research and development may include components of decentralized control. This system makes use of a centralized unit to manage crucial duties like dispatching, routing, and scheduling, making sure that tasks are distributed effectively and robots are working in unison [3, 4].
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Decision making can be centralized or decentralized. Global information regarding the state of the entire system is preserved in a centralized multi-robot system. Every robot provides data to the system, which also keeps track of each one's location within the surroundings. Using the data that the robots provide, the control center may create a map. This system is either in a robot that serves as a master or in a stationary host. To accomplish a shared objective, the center coordinates the efforts of a group of robots. He oversees the entire process and assigns assignments to each team member.

Although this architecture is simple to create and operate, extraordinary circumstances and communication breakdowns can still affect it. For a small number of robots operating under well-defined and consistent settings, centralized control is generally an appropriate solution [5].

Transport control and autonomous logistics both make use of centralized robotic systems. One effective instance of utilizing centralized control over several robots is the hospital’s transport system at Nemocnice Na Homolce (see Fig. 1) [6]. Sheets and dishes are moved around the building by mobile robots. They can even use elevators and go along routes indicated on the floor.

In centralized control systems for a group of robots, the follow-the-leader algorithm is frequently employed (see Fig. 2). The way fish or birds behave in schools serves as the basis for this algorithm. Robot slaves replicate the leader’s movements and follow him. Through a communication network between them or through sensors, they get information about the leader's movements.

In the majority of implementations, the robot leader follows lines that represent pre-laid pathways. Despite the fact that every robot has sensors, only one leader has the computational capacity and navigational abilities to carry out a sophisticated plan. This indicates that while the leader robot follows the predetermined path, the follower robots stay at the appropriate distance and angle from the leader robot. To find out how far each robot is off from the ideal location, a coordinate transformation is first carried out for each robot. The goal of the slave robot control algorithm, which is based on this transformation, is to minimize the robot's current position inaccuracy.

Theoretically justified, centralized architectures that manage the work of all robots from a single control point are practically unfeasible because of the control center's single point of failure and the difficulty of transmitting each robot's state to the center at the frequency required for real-time control. These strategies can be put into practice if the central controller is equipped with a monitoring system that enables it to keep an eye on every robot and send group messages to every robot under its supervision.

Decentralized management eliminates the need for a master or leader to supervise the entire process and possess complete knowledge of the system's status, unlike centralized systems. Rather, every robot functions as an independent entity that responds to the conditions in its surroundings. Naturally, the robot knows that other robots are around, and it's possible that they can communicate locally. Robot-environment interactions give birth to complex collective behavior. This design is scalable, incredibly resilient, and capable of operating well in challenging conditions. It is possible that a sizable group of uniform robots could work together to accomplish a shared objective [5].

For teams with many robots, decentralized control structures are the most popular method. These systems usually require the robots to respond only on the basis of situation-specific knowledge. Since no robot is in charge of another robot, this control scheme can withstand a lot of faults. However, because high-level goals need to be included into each robot's local control, achieving global consistency in these systems can be challenging. It can be challenging to redefine each robot's behavior if the goals alter [7].

Transport robots are essential to many different industries because they offer dependable and effective solutions for logistics and cargo handling. Nonetheless, these robots' control systems must be reliable and flexible enough to operate under changing conditions. Coordination of duties among several robots and performance optimization are two issues that traditional decentralized control mechanisms frequently encounter. In order to tackle these issues, how can the efficacy and efficiency of transport robots in a complicated environment be enhanced by a centralized control system?

This work aims to create and test a detailed simulation model of a transport robot control system that is centralized. We aim to give a comprehensive evaluation of a centralized request distribution mechanism by utilizing the AnyLogic.
environment and combining discrete-event and agent-based approaches. The purpose of the simulation model is to assess the effectiveness of the system in terms of service arrival times and to determine whether the control algorithm is workable in a variety of scenarios.

NRF24L01 transceiver module is used for the wireless communication between Arduino microcontrollers [8]. The method used NRF24L01 and Arduino tools as the communication network transceiver [9].

A nRF24L01 wireless transceiver module and an Arduino pro mini are used to create a flexible controller unit that may be utilized for a variety of applications. A dependable and affordable option for wireless communication between the transmitter and receiver units is the nRF24L01 wireless transceiver module [10].

This paper's main contributions are:

- The AnyLogic environment is utilized to model a centralized control system through a special combination of discrete-event and agent-based modeling techniques.
- Development of a transport robot model with Arduino microcontrollers and NRF24L01 transceivers for communication enables thorough testing in both virtual and actual environments.
- Comprehensive analysis of the simulation and experimental data, offering perceptions into the viability and efficiency of the suggested centralized control system and its capacity to influence the creation of decentralized control mechanisms via evaluation of performance.

By tackling these aspects, this work advances the field of transport robot control systems and provides a fresh viewpoint on how to maximize their effectiveness in logistical and industrial settings.

In the next section, we will briefly consider the features of modeling a centralized control system.

II. LITERATURE REVIEW

In recent decades, technology for handling materials has developed quickly. One major development is the transformation of autonomous mobile robots (AMR) from automated guided vehicles (AGV).

In the study [11], the authors introduced a thorough framework for intralogistics operations planning and controlling Autonomous Mobile Robots (AMRs). To assist managers in making decisions that will result in the best possible performance, a framework was created. In order to categorize and clarify how technology advancements in AMRs impact planning and control choices, the authors carried out a thorough assessment of the literature. They also suggested a research plan to address potential and future difficulties in the area of intralogistics' integration of AMR.

There is still a dearth of study on a wide range of additional intralogistics application areas because the majority of this field's studies have concentrated on manufacturing and storage. The circumstances in which decentralized control outperforms centralized control or is more profitable have not been thoroughly studied in many studies. When several decision variables are addressed at once, such as the quantity of vehicles, the locations of zoning and service points, or the simultaneous scheduling and path planning, it becomes easier to understand how various decisions interact and enables their evaluation to produce more balanced decisions.

In research [12], a versatile framework for simulation and control designed for AGV-based autonomous transport systems. Two stages of simulation are typically used when creating apps such as these. The procedure is quite similar to other robotic systems, and the first stage is an initial test for the AGVs' navigation system. At this point, a simulation module is utilized in place of the actual robots in the modular control frameworks (ROS, Carmen, etc.) for simulation purposes.

To estimate the size of the fleet and assess routing and allocation strategies, the second simulation level is utilized. This simulation level is covered by the majority of the bibliography on the simulation of internal transport networks for various building types, including factories, warehouses, and medical facilities.

The manufacturing environment needs to be modular and dynamically reconfigurable. When it comes to traditional concepts like conveyor belts, the employment of mobile robots for transportation can potentially offer users considerable benefits. However, one drawback of this approach is its lack of flexibility, which is often caused by statically set road or rail networks.

In this research [13], the authors presented architecture for centralized fleet coordination for use cases related to intralogistics in highly automated manufacturing settings. The system's goal is to offer a workable method for centralized fleet management that permits prolonged operation hours, safe vehicle control, quick and adaptable response to shifting conditions, and optimal planning.

In order to improve simulation accuracy, future studies should concentrate on improving communication protocols between robots and the control system and integrating cutting-edge sensor technology. A more thorough evaluation of the system's resilience and scalability would also be possible by extending the model to incorporate a wider range of environmental circumstances and more intricate task sequences.

III. CENTRALIZED CARGO TRANSPORTATION MANAGEMENT

A. Planning and Scheduling

A centralized management system operates under the supposition that the problem of group member placement is resolved in a single location. All of the computational power required for this is gathered in the control center. The control center creates goals for each robot and computes movement trajectories that account for their speeds and potential conflict scenarios based on the information that is currently available on the workspace setup. Robots can be modeled as agents that interpret control signals received through data transmission.
chances at the center's instructions.

Several parties participate in centralized cargo transportation:
- Loading of goods is carried out by the supplier;
- Transportation of goods is provided by transport companies;
- Unloading of goods is carried out by the consignee.

When moving huge amounts of commodities in comparatively tiny quantities, centralized transportation works well. Because of the concentration of control in this situation, loading and unloading may be scheduled more precisely.

B. Advantages and Disadvantages of Centralized Cargo Transportation

Centralized cargo transportation offers several advantages for businesses and organizations involved in the movement of goods:
- The efficiency of transport use increases by reducing downtime at loading and unloading points;
- The preparation of documentation for the release and acceptance of cargo is simplified;
- Settlements between cargo suppliers and transport companies are simplified;
- The number of personnel required to organize transportation is reduced;
- Driver productivity increases due to working on the same routes and transporting the same cargo;
- The duration of the cargo transportation process is reduced;
- Transportation costs are reduced.

Overall, centralized cargo transportation offers numerous advantages, including improved efficiency, cost savings, enhanced visibility, streamlined operations, better risk management, enhanced customer service, and scalability. By centralizing coordination and oversight of transportation activities, organizations can optimize supply chain operations, reduce costs, and gain a competitive edge in today's dynamic business environment.

While centralized transportation management offers various benefits, it also comes with certain disadvantages and challenges that organizations should consider:
- The reliability of transportation for some “unprofitable” consumers is reduced;
- It is necessary to change the order of marketing of organizations.

Overall, while centralized transportation management offers benefits such as efficiency, cost savings, and improved visibility, organizations should carefully weigh these advantages against the potential disadvantages and challenges, considering their unique business needs, operational context, and risk tolerance.

The simulation model developed in the AnyLogic environment is proposed in this research to examine a centralized control system for warehouse transport robots.

IV. METHODOLOGY

A. AnyLogic Simulation Environment

The AnyLogic environment, which enables system dynamics, discrete-event, and agent-based modeling—all contemporary simulation modeling techniques—is used to construct the centralized control system model. Building agent-based models is made easier by AnyLogic's ability to give developers a single language to utilize when creating models. The Unified Modeling Language supports state diagrams for defining agent behavior, transition diagrams for describing algorithms, environmental objects for characterizing the agents' environment and gathering behavior statistics, and mechanisms for describing timed or random events that dictate the simulation's logic [14].

The model is constructed using a combination of discrete-event and agent-based methodologies within the AnyLogic environment. In the field of robotics and artificial intelligence, AnyLogic software is crucial because it provides a flexible framework for modeling, simulating, and optimizing complicated systems. It makes it possible to create intricate models of robotic systems, giving researchers and engineers the ability to model how robots would behave in various contexts. This feature is essential for virtual environment testing and validation of algorithms, control schemes, and system performance in general, before the system is physically implemented [15, 16].

For the purpose of simulating intelligent agents in AI applications, AnyLogic's agent-based modeling capabilities are essential. AnyLogic provides a framework to represent complex interactions and dynamics, whether modeling the behavior of smart sensors, autonomous robotics, or decision-making processes. It is crucial to optimize mobility and task execution in robotics. Robot movements can be optimized inside certain environments thanks to AnyLogic (see Fig. 3). Users can investigate different algorithms and settings to enhance task distribution, path planning, and overall system efficiency through simulations.

![Fig. 3. AnyLogic supports three different simulation methodologies.](image-url)
The term "AnyLogic" refers to the fact that it supports three popular simulation modeling methodologies, enabling users to mix and match various techniques inside a single model [17].

The executable simulation models that are created with AnyLogic are then run for analysis. Model development is done in the AnyLogic graphical editor with the help of a number of helpful features that make the process go more smoothly. After that, the built-in AnyLogic compiler is used to compile and run the model. Users can conduct a variety of experiments with the model, examine its behavior throughout the simulation, modify parameters, and view simulation results in multiple forms [18]. To specify the robotic duties, create the application interface, model, and simulate the system, AnyLogic was used. Discrete event, agent-based, and system dynamics simulation techniques were all used in the robotic system model simulation [19].

Graphical libraries combined with Java program code can be used to illustrate the model interface and its logic. The ability to develop hybrid models—combining an agent-based approach with a discrete or continuous description of the environment—is the primary benefit of AnyLogic, which led to the selection of this environment. State diagrams can also contain agents embedded in them. AnyLogic uses 2D and 3D animation libraries to give the modeling process visual representation [20].

B. Model of Transport Robot Based on Arduino Microcontroller

This work used mobile robots, the primary control system of which is a microcontroller, to do field research and a practical evaluation of the viability of centralized control algorithms. The Arduino Uno microcontroller from the Atmega 328p series, which is built into models with the NRF24L01 transceiver, was our choice for building the robot. Fig. 4 shows the experimental transport robots' look. Communication between the executive parts and the decision-making center is essential in a centralized control system.

![Robots implemented on an Arduino Uno microcontroller with an NRF24L01 transceiver.](image)

After positioning themselves, the two robots wait for a command from the control center via the NRF24L01 transceiver interface. It should be noted that robots are not capable of selecting a service object on their own. Requests are distributed across executors exclusively within the control center.

The coordinates of the initial position of the robots are given in Table I.

<table>
<thead>
<tr>
<th>Robot number (ID)</th>
<th>Initial position</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

Status determines the state of the robot. If he is ready to perform the next task, then his status will be .T. (True) and .F. (False) otherwise.

The coordinates of six requests that need to be fulfilled by robots are displayed in Table II. Every minute, applications are received for services.

<table>
<thead>
<tr>
<th>Application number</th>
<th>Application coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>

Fig. 5. Field experiment conditions for centralized control.

The robot that is free and nearest to the next request is identified by the control center, which then gives it the necessary command. The simplest Manhattan metric is applied to identify which robot is closest:

$$D = |x_i - x_j| + |y_i - y_j|$$  \hspace{1cm} (1)

where: $D$ - Distance between the position of the robot and the application; $x_i, y_i$ - Coordinates of the current position of the robot; $x_j, y_j$ - Application coordinates.
The Manhattan metric reflects the features of the robot motion control system.

Robots can only move in orthogonal directions, or along the coordinate axes, which allows for relatively high positioning accuracy because they lack sensors [21].

C. Agent Model in Anylogic

Since most logistics systems use centralized control, the development of agent-based transport system models has not yet gained much traction. The current state of affairs is drastically shifting. First off, one of the most often used approaches is now agent-based modeling. Secondly, transport units are starting to have the ability to function as decision makers on their own, actively contributing to the completion of group tasks. Because they can take part in the planning and control of transportation, agents are active subjects. Agent technologies function in the transportation industry as components or subsystems. The work’s model aims to investigate more than just centralized management techniques. Robots can only move in orthogonal directions, or along the coordinate axes, which allows for relatively high positioning accuracy because they lack sensors. It must be able to evaluate efficiency and decentralized strategies, which is why an agent-based approach was chosen for its implementation.

The agents in the model are of two types: sources of service requests and robots that fulfill requests by transporting things between locations.

The materials processing library's flowcharts were used in the creation of the model to illustrate the process logic, which involves choosing the robot that is closest to a request and moving the product from its current place to its destination. The production line and automated guided vehicle transportation features in this collection are helpful for simulating the movement of items in warehouses and factories. Library elements were also employed to tackle the issue of automatic transport unit routing since they simplify model construction and do not restrict control logic.

The flowchart (see Fig. 6) provides a formal representation of a process for a centralized control system by means of materials processing library items [22].

![Flowchart](image)

**Fig. 6.** Transportation process diagram.

The goal of the model is to investigate the efficacy of centralized control algorithms for executive elements, or transport robots, and then validate the outcomes through large-scale experimentation.

The source of applications is the Source element, which randomly generates a flow using the data presented in Table II. The distribution of applications among executors and the transmission of commands to robots occur in the SeizeRobot block. The MoveByRobot block is responsible for moving the cargo in the model, and the ReleaseRobot block is responsible for unloading at the destination point and generating a signal about the completion of the request.

The two processes that make up the working logic of the transport system under consideration are picking the available robot that is closest to the present request and moving some conditional cargo from one place to another. The application has the geographic coordinates.

The robots have to stand at their home location in the initial state (see Fig. 5). Every individual is given a distinct unique identification - ID (see Table I). A random number generator is used to establish the order in which orders appear in the model. The frequency at which applications arrive is selected to allow for the possibility of scenarios in which an application must wait for an executor to be assigned to it. In every application, a weight that is not heavier than the robot can support is moved.

The methodology does not address the challenge of including small associated cargo inside packages. The robots are not going to come back to base after they have delivered the payload. At the unloading point, they are awaiting an order to handle the following request. The model can be run, and a 2D or 3D view of the results will be presented.

In a centralized control system, implementing the specified system operating logic is rather easy. Implementing even tactics with dynamic performer redefinition is made possible by the presence of stable channels of information interaction between the performers and the center.

The SeizeRobot unit in the model regulates how the product is loaded. The loading process is completed by transport robots that travel to the request's source. Five seconds are needed to load. Due to the lack of suitable sensors, the positioning accuracy of robots in full-scale tests is unknown; however, this does not lessen the amount of information included in the experiments designed to evaluate the performance of the control algorithm. The MoveByRobot block provides the robot’s movement from the loading point to the unloading point in the model. Robot agents automatically find the quickest path through the network and avoid running into other robots. When it was impossible to stay off the tracks, the conveyors would halt and then resume their motion at random intervals. Complex robot activity that is typically managed remotely by an operator or automated system is simulated by this delay. Our designed robot models have a more straightforward movement mechanism: they move first along the X axis and then along the Y axis from the beginning position to the finish point [23, 24].

The ReleaseRobot block allows you to implement two options for releasing robots. In the first case, after the unloading process, the robot must return to the base location and only there will it become ready to execute the next request. In the second option, the robot remains at the unloading point until the next request arrives. The model implements the second control option, since it is more accurately implemented
in full-scale experiments. Accordingly, the robot is released (assigned the .T. status) immediately after the cargo is delivered to the final point.

The simulation results are represented in two dimensions in Fig. 7. A group of robots transports items; they are each assigned a base, or beginning location. One of the model's parameters is the number of robots. This parameter has a maximum value of four. The cargo location or request coordinates are displayed in the red rectangle. The robots follow the lines of an orthogonal grid that is provided. The locations of the robots' bases are indicated by gray rectangles outside the mobility area.

![Fig. 7. 2D representation of simulation results.](image)

The simulation results are represented in three dimensions in Fig. 8. While the fourth robot waits for the application to arrive, the other three robots—one stands at the base, the other two approach the application, and the third serves the application.

![Fig. 8. 3D presentation of modeling results.](image)

One of the main criteria for the effectiveness of service systems is waiting time. This is the interval in a simulated transport system between the time a request appears and its service begins. The results' analysis is made easier for the user by the built model's ability to display the data as histograms.

V. EXPERIMENTAL RESULTS

By using AnyLogic to conduct experiments and analyze the results, you can gain valuable insights into the potential benefits and challenges of implementing centralized cargo transportation management in a distribution network. These insights can inform decision-making, support optimization efforts, and drive improvements in supply chain efficiency and performance.

The frequency of applications was selected with the robots' speed in mind. In trials, requests come up at random times. You can accomplish this by using the AnyLogic function with a mathematical expectation of one minute and a normal distribution. The robot can only operate autonomously for an hour during the simulation, which is equivalent to the robot's battery life when fully charged. There could be 60 recurring requests during the simulation; Table II lists their positions.

![Fig. 9. Simulation results.](image)

Fig. 9 shows the simulation results for one of the experiments.

![Fig. 10. Results of a full-scale experiment.](image)

Since the model's instructions are created at random, running it again will yield slightly different results, but the distribution's general characteristics will remain largely unchanged. The sequence of request generation is recorded in a file for subsequent reproduction in a full-scale experiment.

The full-scale experiment findings for the same order generation sequence used in the simulation are displayed in Fig. 10. It is important to highlight that we did not aim to guarantee good repeatability of the experimental outcomes. Without location sensors, robots cannot accomplish this.
Though the generated histograms vary, overall, it can be said that the model makes it possible to assess the features of the service system accurately enough to compare various approaches.

VI. CONCLUSIONS

This study used the AnyLogic framework to effectively design and evaluates a unique simulation model for a centralized transport robot control system. The simulation offered a thorough study of the centralized request distribution mechanism by combining discrete-event and agent-based modeling techniques. Although there were some differences because of the difficulties in identifying coordinates in real-time without sensors, the results showed a strong correlation between the simulation and the experimental data.

Future research could concentrate on integrating cutting-edge sensor technologies and improving the communication protocols between robots and the control system in order to increase the simulation's accuracy. Furthermore, broadening the scope of the model to incorporate diverse environmental scenarios and intricate task sequences may offer a more thorough evaluation of the system's resilience and scalability.

Overall, this innovative simulation model is a useful resource for assessing the viability and effectiveness of centralized transportation networks. In addition, it establishes a foundation for investigating decentralized control systems, providing important insights ahead of actual implementation in practical applications. This paper makes a substantial contribution to the field by combining discrete-event and agent-based methods in a novel way, opening the door to more sophisticated and precise simulations in autonomous transport systems.

An accurate enough predictive feature of service quality can be obtained for a comparison investigation of the efficacy of different tactics using the model of a centralized control system for a transport robotic system established in the AnyLogic system. The number of robots and their description of their movement area can be easily changed with the help of the shown model.

The goal of future study will be to model decentralized control. The primary model code in this instance won't alter. With the knowledge that transport robots may communicate with one another using WiFi communication modules and Arduino microcontrollers, altering the SeizeRobot block's working logic is all that is required. Wireless network topology optimization techniques can be used to guarantee the stability of communication networks among mobile devices.
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