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Abstract—Autism Spectrum Disorder (ASD) presents as a 

neurodevelopmental condition impacting social interaction, 

communication, and behavior, underscoring the imperative of 

early detection and intervention to enhance outcomes. This paper 

introduces a novel approach to ASD detection utilizing facial 

features extracted from the Autistic Children Facial Dataset. 

Leveraging transfer learning models, including VGG16, ResNet, 

and Inception, high-level features are extracted from facial 

images. Additionally, fine-grained details are captured through 

the utilization of handcrafted image features such as Histogram 

of Oriented Gradients, Local Binary Patterns, Scale-Invariant 

Feature Transform, PHASH descriptors. Integration of these 

features yields three distinct feature vectors, combining image 

features with VGG16, ResNet, and Inception features. 

Subsequently, multiple machine learning classifiers, including 

Random Forest, KNN, Decision Tree, SVM, and Logistic 

Regression, are employed for ASD classification. Through 

rigorous experimentation and evaluation, the performance of 

these classifiers across three datasets is compared to identify the 

optimal approach for ASD detection. By evaluating multiple 

classifiers and feature combinations, this work offers insights 

into the most effective approaches for ASD detection. 
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I. INTRODUCTION 

According to the Diagnostic and Statistical Manual of 
Mental Disorders, Autism Spectrum Disorder (ASD), a neuro-
developmental disorder, is defined by reduced sharing of 
emotions, interests, deficits in reciprocity of social and 
emotional aspects and a failure to engage in normal 
conversations. There is also a deficit in nonverbal 
communicative behaviour that one uses for social interactions.  
People identified with ASD also fail to develop, maintain and 
understand relationships that range from finding it difficult to 
adapt their behaviour according to the social contexts to 
difficulty in making friends or lacking interesting in peers or 
engaging in imaginative play [1]. 

Detection and diagnosis of ASD is indeed very challenging 
for medical professionals as well as parents as the diagnosis 
depends predominantly on the aberrations in the functioning 
of the brain that may not surface in the very early stages of the 
disorder. Facial expressions and emotional expressions can 

help in early detection and diagnosis of ASD.  This can be 
accomplished as the autistic children show distinctive patterns.  
Machine learning, deep learning, artificial intelligence, and 
affective computing have all helped in detecting the disorder 
early on and ameliorate the quality of life of these children [2]. 
This technological advancement has also become a blessing to 
the parents who are clueless about managing the condition. 

Early detection and diagnosis facilitate early intervention 
which can in turn result in good developmental outcomes and 
bring about better adaptive skills in the child. It can facilitate 
the implementation of specialised interventions that cater to 
specific needs of the autistic child.  They would target 
language development, behavioural challenges and social 
communication [3]. 

However, recent advancements in ML DL and data 
analysis offer promising avenues for improving ASD 
diagnosis.This paper introduces an innovative approach to 
ASD detection using facial features extracted from the 
Autistic Children Facial Dataset. Leveraging transfer learning 
models such as VGG16, ResNet, and Inception, the high-level 
features are extracted from facial images to capture essential 
characteristics indicative of ASD. Moreover, the authors 
incorporate handcrafted image features like HOG, LBP, ORB, 
PHASH, and SIFT descriptors to capture intricate details 
crucial for accurate classification. By integrating these 
features, three distinct feature vectors are constructed, each 
combining image features with VGG16, ResNet, and 
Inception representations. Subsequently, authors employ a 
suite of machine learning classifiers, including Random 
Forest, KNN, Decision Tree, SVM, and Logistic Regression, 
to classify ASD based on the extracted features. Through 
comprehensive experimentation and evaluation across all three 
datasets, authors aim to determine the most effective approach 
for ASD detection. This research endeavor contributes to 
advancing the development of precise and dependable tools 
for early ASD detection, facilitating prompt intervention and 
support for individuals affected by the disorder. 

II. BACKGROUND 

In study [4], toddler ASD screening datasets were pooled. 
A dataset balance was achieved using SMOTE, followed by 
feature selection. First, an ensemble of random forest and 
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XGBoost classifiers were used to identify ASD with good 
accuracy. The research examined ASD children's physical, 
linguistic, and behavioral performance to determine the best 
teaching approaches in the second phase. Based on machine 
learning, this work tailored ASD instruction to individual 
requirements. In study [5], a scan path-based ASD diagnosis 
method is proposed highlighting individual differences in 
attention and spatial distribution. LSTM networks 
outperformed traditional methods. In study [6], autistic 
children using deep CNN transfer learning methods is 
identifed for facial landmark detection. Optimizer settings and 
hyperparameters were refined empirically to improve CNN 
model prediction accuracy. Different machine learning 
techniques were used using MobileNetV2 and hybrid VGG19 
transfer learning approaches. MobileNetV2 outperformed 
other systems on a Kaggle dataset with 92% accuracy. The 
revised model may help doctors validate kid ASD screening 
accuracy. Two-phase transfer learning and multi-classifier 
integration were used in study [7]. Two-phase transfer 
learning and multi-classifier integration improved 
classification performance in MobileNetV2 and 
MobileNetV3-Large, suited for mobile phones. Final 
categorization results based on participating models' outputs 
were calculated using a new technique. The composite 
classifier outperformed separate classifiers in two-phase 
transfer learning experiments on MobileNetV2 and 
MobileNetV3-Large. Integrated classifier accuracy was 90.5% 
and AUC 96%, 3.5% higher than earlier investigations. 

In study [8], a triadic VR job interview simulation is used 
to promote solo gaze behavior and head orientation exercise. 
Machine learning examined interviewer head orientations with 
little angular error. Autistic people looked less at interviewers 
than non-autistic subjects. In study [9], current findings on 
ML-based ASD screening in newborns and young children 
were consolidated. It showed the rising frequency of ASD and 
the promise of machine learning in diagnosis and treatment. 
Multiple ML approaches were used to educate computers to 
detect data patterns. Through academic literature searches, the 
article examined ASD prevalence in the general population. 
Face pictures were used to predict ASD in study [10]. 

Through face analysis, authors were able to distinguish 
children with Autism Spectrum Disorder from normally 
developing youngsters. For model assessment, the Autism 
Image data sets included 2530 training and 300 test face 
pictures. The Efficient Net convolutional neural network built 
this model with 88% accuracy. The authors in [11] applied 
hybrid ML models for ASD detection and reported reasonable 
results. The research in [12] used a UCI repository dataset of 
pediatric ASD cases to identify them using machine learning 
and deep learning. The classification challenge used kKNN, 
SVM, and CNN. CNN outperformed SVM and k-NN with 
exceptional accuracy. In study [13], the proposed approach 
detected ASD with 84.79% accuracy using the ABIDE dataset 
of fMRI data for autistic spectrum disorder. This early and 
cost-effective detection technology shows potential over 
symptom-based diagnosis. The proposed strategy in study [14] 
had potential in aiding early ASD diagnosis using facial cues 
and ML. It investigated DL algorithms like VGG16 and 

VGG19, followed by various ML methods such as logistic 
regression, SVM, naive Bayes, and ANN. 

A ML-based strategy to detect ASD in children using 
behavioral patterns was presented in study [15]. Out of 12 
machine learning techniques, Support Vector Machine and 
Artificial Neural Network have 91% and 96% prediction 
accuracy. This method might help diagnose ASD early for 
support and treatment. Several ML-based CADS for ASD 
diagnoses employing MRI modalities were examined in [16]. 
Little was done to construct automated ASD diagnosis models 
using DL methods. DL studies were summarized in the 
Supplementary Appendix. The problems of automated ASD 
diagnosis utilizing MRI and AI were detailed. The 
categorization method in study [17] included Autism-
Spectrum Quotient (AQ) Test questions and topic data 
attributes. SVM was used, however a multi-kernel SVM 
approach was suggested for difficult non-linear data to boost 
accuracy. Experimental findings indicated strong autism 
prediction accuracy and precision for the ASD class. ASD 
diagnosis using ML was examined in study [18]. Train and 
test machine learning algorithms using a huge dataset of 
behavioral and demographic data from autistic and non-
autistic people These algorithms were more accurate than 
existing methods at identifying autism, suggesting that 
machine learning may be used to diagnose ASD early and 
accurately. In study [19], ML and image processing were used 
to help parents, therapists, and Autistic Rehabilitation Centers 
track progress. CNN, Haar Cascade object detection 
Algorithm, and TensorFlow classified emotions and picked up 
faces from autistic youngsters. The study relied on Helping 
Hands Rehabilitation Center. 

DL-based ASD detection was employed in [20] using a 
hybrid vision transformer and CNN architecture. It has 
competitive accuracy in differentiating ASD from normally 
developing youngsters, indicating it might be used in clinical 
settings for early ASD identification.[21] used boosting 
algorithms with autistic and normal face samples. Gradient 
Boosting was most accurate, followed by LightGBM and 
Adaboost. This shows that boosting algorithms detect autistic 
and normal faces well. NLP and AI algorithms including 
decision trees, XGB, KNN, and BERT were used to identify 
ASD [22]. It categorized Twitter tweets by ASD presence. 
Over 84% accuracy in recognizing texts from prospective 
ASD users highlighted the potential of DL models to improve 
ASD diagnosis. SVM approaches were used to automate ASD 
diagnosis in children using facial visual patterns in [23]. It 
tested several SVM kernels using Gray-Level Co-occurrence 
Matrix feature extraction. The green channel improved system 
performance by 3.51% and the RBF kernel performed best 
with a score of 0.73. 

In research [24], ML was used to predict ADHD in ASD 
youngsters using handwriting patterns. Samples were taken 
from healthy and ADHD Japanese youngsters. Statistical 
characteristics were retrieved and examined to find the 
optimum combinations. In research [25], persons with or 
without autism spectrum disorder are classified using a 
Kaggle-trained Improved Convolutional Neural Network (I-
CNN). High classification accuracy was achieved utilizing 
feature-based algorithms and optimization to anticipate 
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emotions. In study [26], proposed an optimal deep learning 
model for emotion analysis to predict ASD and NoASD in 1–
10-year-olds. Face landmarks and CNNs were used for 
categorization and emotion detection, obtaining good accuracy 
across datasets. The study in [27] used a dataset that was made 
accessible to the public on the Kaggle platform, dividing 
training and testing into a 70:30 ratio. In the end, the neural 
network-based model that was constructed had a 91% 
accuracy rate and a loss value of 0.53. In study [28], Kaggle 
and UCI Machine Learning Repository ASD datasets were 
investigated using feature transformation and strongly co-
linear feature elimination. Logistic regression outperformed 
other classifiers in autism trait detection. 

In this paper, authors proposed a methodology to improve 
accuracy of ASD detection using Machine Learning 
algorithms by leveraging transfer learning techniques and 
image features. 

III. METHOD 

The proposed methodology for ASD detection in children 
is shown in Fig. 1. The proposed methodology for detecting 
Autism Spectrum Disorder (ASD) involves a multi-stage 
process integrating advanced machine learning techniques 
with facial feature extraction from the Autistic Children Facial 
Dataset. Initially, transfer learning models, including VGG16, 
ResNet, and Inception, are utilized to extract high-level 
features from facial images. These pre-trained models, which 
have been trained on large-scale image datasets, possess the 
capability to capture complex patterns and representations in 
facial data, enabling effective feature extraction.In addition to 
transfer learning models, handcrafted image features such as 
Histogram of Oriented Gradients (HOG), Local Binary 
Patterns (LBP), Oriented FAST and Rotated BRIEF (ORB), 
Perceptual Hash (PHASH), and Scale-Invariant Feature 
Transform (SIFT) descriptors are incorporated. These 
handcrafted features offer complementary information to the 
deep learning-based features, capturing fine-grained details 
and nuances in facial images that may not be fully captured by 
transfer learning models alone. 

Subsequently, three distinct feature vectors are formed by 
integrating the extracted image features (HOG, LBP, ORB, 
PHASH, and SIFT) with the features obtained from the three 
transfer learning models (VGG16, ResNet, and Inception). 
This integration process results in comprehensive feature 
representations that combine both high-level semantic 
information and low-level texture details, enhancing the 
discriminative power of the feature vectors for ASD detection. 
Following feature extraction and integration, a range of 
machine learning classifiers is applied to classify ASD based 
on the constructed feature vectors. The classifiers employed 
include Random Forest, K-Nearest Neighbors (KNN), 
Decision Tree, Support Vector Machine (SVM), and Logistic 
Regression. These classifiers are trained on the feature vectors 
and evaluated using rigorous experimentation and evaluation 
methodologies to assess their performance in ASD detection. 

To facilitate a comprehensive comparative analysis, the 
performance of the machine learning classifiers on all three 
datasets derived from the integrated feature vectors is 
evaluated. By comparing the classification accuracies and 

other performance metrics across different classifiers and 
datasets, the aim is to identify the most effective approach for 
ASD detection. Through this research endeavor, the goal is to 
contribute to the development of accurate and reliable tools 
for early ASD detection, thereby enabling timely intervention 
and support for affected individuals. 

A. Autistic Children Facial Dataset Collection 

Autistic children facial dataset is collected form Kaggle 
[29]. The dataset comprises 2936 images, evenly divided 
between autistic and non-autistic children, with 1468 samples 
in each category. All the images are color images. The dataset 
comprises only facial images of autistic and non-autistic 
children. 

 
Fig. 1. Proposed model for ASD detection. 

B. Feature Extraction 

Feature extraction is a crucial step in many machine 
learning and computer vision tasks, including the detection of 
Autism Spectrum Disorder (ASD) in children. It involves 
transforming raw data, such as images, into a more compact 
and representative form that can be easily utilized by machine 
learning algorithms for classification or regression tasks. In 
the context of ASD detection, feature extraction from facial 
images plays a pivotal role in capturing relevant information 
that discriminates between individuals with ASD and typically 
developing individuals. The proposed methodology integrates 
both deep learning-based approaches and traditional 
handcrafted feature descriptors to extract comprehensive 
feature representations. 
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1) Deep learning-based feature extraction: Transfer 

learning models such as VGG16, ResNet, and Inception are 

employed to extract high-level features from facial images. 

These models are pre-trained on large-scale image datasets, 

allowing them to capture complex patterns and representations 

effectively. By utilizing pre-trained models, the methodology 

leverages the learned knowledge from diverse image datasets, 

enhancing the capability to extract relevant features from 

facial images. Deep learning-based features are capable of 

capturing semantic information and abstract representations in 

facial data, which are valuable for discriminating between 

individuals with ASD and neurotypical individuals. 

2) Handcrafted feature extraction: In addition to deep 

learning-based features, traditional handcrafted image 

descriptors are incorporated to capture fine-grained details and 

nuances in facial images. Histogram of Oriented Gradients 

(HOG), Local Binary Patterns (LBP), Oriented FAST and 

Rotated BRIEF (ORB), Perceptual Hash (PHASH), and Scale-

Invariant Feature Transform (SIFT) descriptors are among the 

handcrafted features utilized. These descriptors focus on 

capturing texture information, local patterns, and key points of 

interest in facial images. Handcrafted features offer 

complementary information to deep learning-based features, 

enhancing the discriminative power of the extracted feature 

vectors for ASD detection. 

HOG computes gradients' magnitudes and orientations in 
localized portions of an image and generates histograms of 
these orientations, capturing local texture information. In the 
context of ASD detection, HOG can effectively capture subtle 
variations in facial textures, aiding in discriminating between 
individuals with ASD and typically developing individuals 
based on the unique patterns present in their facial features. 
LBP encodes the local texture patterns of an image by 
comparing each pixel with its neighboring pixels, resulting in 
a binary pattern for each pixel. These binary patterns are then 
histogrammed to represent the texture information of the 
image. In ASD detection, LBP can capture textural 
irregularities and subtle facial expressions, providing valuable 
information for distinguishing between individuals with ASD 
and neurotypical individuals. ORB is a feature descriptor that 
combines the FAST keypoint detector with the BRIEF 
descriptor. It detects keypoints in an image and computes 
binary feature descriptors around these keypoints, which are 
invariant to rotation and scale changes. In the context of ASD 
detection, ORB can extract distinctive local features from 
facial images, enabling robust matching and discrimination 
between different facial expressions and characteristics 
associated with ASD.PHASH generates a compact fingerprint, 
or hash, for an image based on its perceptual content. It 
quantifies the visual similarity between images by measuring 
the similarity of their hash values. In ASD detection, PHASH 
can help identify recurring visual patterns or features in facial 
images associated with ASD, aiding in the classification and 
discrimination of affected individuals from neurotypical 
individuals. SIFT detects and describes local features in an 
image, which are invariant to scale, rotation, and affine 
transformations. It identifies keypoints based on their local 

intensity gradients and computes descriptors around these 
keypoints to represent their appearance. In the context of ASD 
detection, SIFT can extract robust and distinctive features 
from facial images, facilitating accurate matching and 
classification of individuals based on their unique facial 
characteristics and expressions. 

C. Integration of Features 

The extracted features from both deep learning-based 
models and handcrafted descriptors are integrated to form 
comprehensive feature representations. The image features are 
integrated with three transfer learning features separately to 
form three feature vectors. This integration process combines 
high-level semantic information captured by transfer learning 
models with low-level texture details captured by handcrafted 
descriptors. By integrating diverse feature sources, the 
methodology aims to create more discriminative feature 
vectors that effectively differentiate between individuals with 
ASD and typically developing individuals. 

D. ML Classifiers 

The proposed methodology utilizes several ML algorithms 
including Random Forest, KNN, Decision Tree, SVM, and 
Logistic Regression after merging features extracted from 
facial images. Random Forest, an ensemble method, 
constructs multiple decision trees with random subsets of data 
and features, offering robustness against overfitting. KNN 
classifies instances based on the majority class among their 
nearest neighbors, providing a simple yet effective approach. 
Decision Tree recursively partitions the feature space into 
regions, offering interpretability but prone to overfitting. SVM 
constructs a hyperplane to separate instances, effective for 
high-dimensional data and nonlinear relationships. Logistic 
Regression models the probability of binary outcomes, 
offering simplicity and interpretability. These algorithms 
collectively aim to classify Autism Spectrum Disorder (ASD) 
based on the comprehensive feature vectors, contributing to 
the development of accurate tools for early detection and 
intervention in affected individuals. 

IV. RESULTS AND DISCUSSION 

A.   Extraction of VGG16 Features 

The vgg16 feature extraction process begins with 
importing libraries for image processing, data manipulation, 
and deep learning. The directory containing the image dataset 
is specified, with subdirectories representing different classes 
like "autistic" and "non_autistic". The pre-trained VGG16 
model is loaded, focusing solely on feature extraction by 
excluding fully connected layers. Features are extracted from 
individual images using predefined methods. Image features 
are then aggregated into arrays using a specified function. This 
process is repeated for both the "autistic" and "non_autistic" 
image directories. Pandas DataFrames are created to organize 
the features, with separate DataFrames for each class. A label 
column is added to denote the class label ("autistic" or 
"non_autistic"). These DataFrames are merged, combining 
both features and labels. Finally, the merged DataFrame is 
saved to a CSV file as vgg16_features.csv, completing the 
extraction process. The number of vgg features extracted are 
3000. 
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B. Extraction of ResNet Features 

The ResNet feature extraction process starts by loading the 
pre-trained ResNet50 model, excluding fully connected layers 
for feature extraction. Features are extracted from individual 
images using a defined function. This function preprocesses 
each image and extracts features using ResNet50. Another 
function iterates through image directories, extracting features 
for each image. Features are organized into separate 
DataFrames for autistic and non-autistic classes, with labels 
added. These DataFrames are merged, combining features and 
labels, and saved to a CSV file. This method streamlines the 
extraction and organization of ResNet features for further 
analysis or model training. The number of ResNet features 
extracted are 3000. 

C. Extraction of Inception Features 

The inception feature extraction process starts by loading 
the pre-trained InceptionV3 model, excluding fully connected 
layers for feature extraction. Functions are defined to extract 
InceptionV3 features from individual images and directories. 
Features are extracted and preprocessed using the InceptionV3 
model. The number of features is limited to control 
dimensionality. DataFrames are created to organize the 
features for autistic and non-autistic classes, with labels added. 
These DataFrames are merged, combining features and labels, 
and saved to a CSV file named 
'merged_inception_features.csv'. This process efficiently 
extracts and organizes InceptionV3 features for further 
analysis or model training. The number of inception features 
extracted are 3000. 

D. Implementing Extraction of Perceptual Hashimage 

Features 

Perceptual hashes were extracted from images by 
converting them to grayscale, resizing them to a fixed size of 
128x128 pixels, and computing their perceptual hash using the 
imagehash library. These hashes were stored along with their 
corresponding labels (derived from directory names) in lists. 
The script then saved the extracted perceptual hashes and 
labels to a CSV file, where each row represented an image 
with its perceptual hashes and label. 

E. Implementing Extraction of HOG Features 

In the extraction of HOG features, all the images were read 
using OpenCV and resized to a fixed size of 128x128 pixels to 
maintain consistency. Histogram equalization was applied to 
enhance contrast, followed by ensuring the correct data type 
for further processing. HOG features were then computed 
using the “HOGDescriptor” module from OpenCV. 
Subsequently, features were extracted from the dataset by 
traversing through the directory structure and processing each 
image using the HOG feature extractor. Features were stored 
along with their corresponding labels derived from directory 
names. Additionally, the script implemented dimensionality 
reduction using Principal Component Analysis (PCA) to 
reduce feature dimensionality. PCA was applied to the feature 
matrix, retaining 100 components to reduce computational 

complexity while preserving significant variance. The reduced 
feature matrix, along with labels, was saved to an Excel file. 

F. Implementing Extraction of SIFT, ORB Features 

For SIFT feature extraction, keypoints and descriptors 
were computed, ensuring consistency in feature length by 
padding or truncating the descriptors as needed. Similarly, for 
ORB feature extraction, keypoints and descriptors were 
computed with feature length management. Features were then 
extracted from the dataset by traversing through the directory 
structure and processing each image. The extracted SIFT and 
ORB features, along with their labels, were saved to separate 
CSV files. 

G. Implementing Extraction of LBP Features 

For LBP feature extraction, images were read in grayscale 
format and converted to 8-bit unsigned integers. LBP features 
were then extracted from the images using the parameters P=8 
and R=1, employing the "uniform" method. The resulting LBP 
features were flattened to create feature vectors. Features were 
extracted from the dataset by traversing through the directory 
structure and processing each image using the LBP feature 
extractor. The extracted LBP features and their labels were 
saved to a CSV file. 

H. Details of Extracted Features 

Table I shows the number of features extracted from 
various techniques. The number of features extracted from 
vgg, resnet and inception method are 3000 each. HOG 
features, which capture gradient distributions, resulted in 100 
features per image. LBP features, representing texture 
patterns, yielded 50 features. Extracted features using the 
ORB method, focusing on key points and descriptors, are also 
50 features. Perceptual hash features, encoding image 
fingerprints, generated 65 features. Additionally, SIFT 
features, detecting and describing local features, contributed 
50 features. 

TABLE I.  DETAILS OF EXTRACTED  FEATURES 

Type of features Number of Features extracted 

vgg features 3000 

Resnet features 3000 

Inception features 3000 

HOG features 100 

LBP Features 50 

ORB Features 50 

phash_features 65 

Sift features 50 

All these features are created as three feature vectors. 
Table II shows the formation feature vectors.Feature vector-1 
contains image features integrated with vgg features. Feature 
vector-2 contains image features integrated with resnet 
features.Feature vector-3 contains image features integrated 
with inception features. 
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TABLE II.  DETAILS OF FEATURE VECTORS CREATED 

Feature Vector Features Merged 

Feature Vector-1 
Image features (HOG, LBP, ORB, PHASH, SIFT) + 

VGG16 features 

Feature Vector-2 
Image features (HOG, LBP, ORB, PHASH, SIFT) + 

Resnet features 

Feature Vector-3 
Image features (HOG, LBP, ORB, PHASH, SIFT) + 
Inception features 

 

I. Implementing ML Algorithms with Image Features Dataset 

A variety of ML classifiers, namely RF, KNN, DT, SVM 
and LR, are applied with different datasets created. Initially all 
these classifiers applied on image features dataset. The results 
with image features (HOG, LBP, ORB, PHASH, and SIFT) 
dataset is shown in Fig. 2 and Table III. 

Random Forest exhibited the highest accuracy, achieving 
85% in ASD classification, followed closely by Logistic 
Regression with an accuracy of 81.20%. Decision Tree 
performed moderately well, achieving an accuracy of 80%. 
SVM and KNN attained accuracies of 78.50% and 78%, 
respectively. 

TABLE III.  RESULTS WITH IMAGE FEATURES DATASET 

Model Precision(%) Recall(%) F1(%) Accuracy(%) 

Random 

Forest 
85 85 85 84.50 

KNN 78 78 78 78.00 

Decision 

Tree 
80 80 80 80.00 

SVM 78 78 78 78.50 

Logistic 
Regression 

81 81 81 81.20 

 
Fig. 2. ML models results with Image features. 

J. Implementing ML Algorithms with Transfer Learning 

Features Dataset 

In this step, ML classifiers applied with transfer learning 
features (VGG, Resnet, Inception) dataset. The results are 
shown in Fig. 3 and Table IV. Compared to handcrafted image 
features, notable improvements were observed in accuracy, 
precision, recall, and F1 score metrics across various 
classifiers. With VGG16 features, Random Forest achieved a 
precision, recall, and F1 score of 92%, showcasing a 
significant enhancement in accuracy. Similarly, ResNet and 
Inception features maintained high accuracy levels, with 
Random Forest achieving an 88% and 89.2% F1 score, 
respectively. These results highlight the effectiveness of 
transfer learning features in ASD detection, paving the way 
for the development of accurate tools for early diagnosis and 
intervention. 

TABLE IV.  RESULTS WITH TRANSFER LEARNING FEATURES DATASET 

Feature Vector Model Precision(%) Recall(%) F1(%) Accuracy(%) 

Vgg16 features 

Random Forest 92 92 92 91.5 

KNN 84 83 83 85.8 

Decision Tree 84 83.8 84 83.7 

SVM 96 94 95 95 

Logistic Regression 98 97 96 96 

Resnet Features 

Random Forest 89 87 88 87.6 

KNN 86 86 86 86.4 

Decision Tree 80 82 81 81.2 

SVM 89 91 90 89.7 

Logistic Regression 89 89 89 89.3 

Inception features 

Random Forest 89 89.5 89.2 89 

KNN 85 83.5 84 83.4 

Decision Tree 82 82 82 82.4 

SVM 92 90.7 91 90.7 

Logistic Regression 89 89 89 88.5 
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Fig. 3. ML models results with TL features. 

 

Fig. 4. ML models results with hybrid features (image features + TL features). 

K. Implementing ML Algorithms with Hybrid Feature Dataset 

In this step, ML classifiers applied with features vectors 
created from image features in combination with three 
different transfer learning features extracted earlier.  The 
results are shown in Fig. 4 and Table V. The integration of 
transfer learning features alongside image features has 
significantly bolstered the performance of machine learning 
models for ASD detection. 

In the evaluation, Random Forest consistently 
demonstrated exceptional precision, recall, F1 score, and 
accuracy across all feature vectors. Specifically, for Feature 
Vector-1, combining image features with VGG16 features, 
Random Forest exhibited outstanding precision, recall, and F1 
score of 94%, while SVM closely followed with 91% across 

all metrics. Feature Vector-2, incorporating ResNet features, 
showcased significant improvements, with Random Forest 
achieving an impressive precision, recall, and F1 score of 
88.2%. Leveraging Inception features in Feature Vector-3, 
SVM displayed exceptional performance, achieving perfect 
precision, recall, and F1 score, highlighting the effectiveness 
of transfer learning features in enhancing ASD detection 
accuracy. 

The proposed method compared with existing works. In 
study [3], Deep learning models applied ASD detection form 
facial images and achieved an accuracy of 92%.  In [4], two 
phase transfer learning applied and achieved accuracy of 
90.5%. The proposed hybrid approach in this paper given high 
accuracy of 94.6% for feature vector-3(image features 
+inception features) with SVM. 
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TABLE V.  RESULTS WITH HYDRID FEATURE DATASETS 

Feature Vector Model Precision(%) Recall(%) F1(%) Accuracy(%) 

Feature Vector-1 
(image features +vgg16 

features) 

Random Forest 94 94 94 93.6 

KNN 84 83 83 83.4 

Decision Tree 79 81 80 80.3 

SVM 91 91 91 91.2 

Logistic Regression 91 91 91 91 

Feature Vector-2 

(image features +resnet 

features) 

Random Forest 88 88 88 88.2 

KNN 85 85 85 85 

Decision Tree 84 84 84 84.4 

SVM 90 90 90 90.2 

Logistic Regression 90 90 90 90 

Feature Vector-3(image 

features +inception features) 

Random Forest 91 91 91 91.2 

KNN 86 85 85 85.4 

Decision Tree 83 83 83 83.2 

SVM 95 95 95 94.6 

Logistic Regression 90 95 90 90 
 

V. CONCLUSION 

This work presented an innovative methodology for ASD 
detection, centered on harnessing facial features extracted 
from the Autistic Children Facial Dataset. By employing 
transfer learning models such as VGG16, ResNet, and 
Inception in conjunction with handcrafted image features like 
detection was achieved. Subsequently, a range of machine 
learning classifiers including Random Forest, KNN, Decision 
Tree, SVM, and Logistic Regression were employed to 
classify ASD based on the constructed feature vectors. 
Through meticulous experimentation and evaluation across 
multiple datasets, the proposed method compared the 
performance of these classifiers to ascertain the most 
efficacious approach for ASD detection. HOG, LBP, ORB, 
PHASH, and SIFT descriptors, the work aimed to capture both 
macro and micro-level details from facial images. By 
integrating these features into three distinct feature vectors, a 
comprehensive representation for ASD is presented. The 
findings underscored the significance of transfer learning 
features, particularly evident in the remarkable performance of 
SVM across all feature vectors. This research endeavored to 
advance the development of precise and dependable tools for 
early ASD detection, facilitating prompt intervention and 
support for affected individuals, with the potential to enhance 
outcomes and overall quality of life. 

REFERENCES 

[1] American Psychiatric Association. (2013). Diagnostic and statistical 
manual of mental disorders (5th ed.). 
https://doi.org/10.1176/appi.books.9780890425596. 

[2] Garcia-Garcia, J.M., Penichet, V.M.R., Lozano, M.D. et al. Using 
emotion recognition technologies to teach children with autism spectrum 
disorder how to identify and express emotions. Univ Access InfSoc 21, 
809–825 (2022). https://doi.org/10.1007/s10209-021-00818-y. 

[3] Okoye, C., Obialo-Ibeawuchi, C. M., Obajeun, O. A., Sarwar, S., 
Tawfik, C., Waleed, M. S., Wasim, A. U., Mohamoud, I., Afolayan, A. 
Y., &Mbaezue, R. N. (2023). Early Diagnosis of Autism Spectrum 

Disorder: A Review and Analysis of the Risks and Benefits. Cureus, 
15(8), e43226. https://doi.org/10.7759/cureus.43226. 

[4] F. Hajjej, S. Ayouni, M. A. Alohali and M. Maddeh, "Novel Framework 
for Autism Spectrum Disorder Identification and Tailored Education 
With Effective Data Mining and Ensemble Learning Techniques," in 
IEEE Access, vol. 12, pp. 35448-35461, 2024, doi: 
10.1109/ACCESS.2024.3349988. 

[5] W. Zhou, M. Yang, J. Tang, J. Wang and B. Hu, "Gaze Patterns in 
Children With Autism Spectrum Disorder to Emotional Faces: Scanpath 
and Similarity," in IEEE Transactions on Neural Systems and 
Rehabilitation Engineering, vol. 32, pp. 865-874, 2024, doi: 
10.1109/TNSRE.2024. 

[6] H. Alkahtani, T. H. H. Aldhyani, and M. Y. Alzahrani, “Deep Learning 
Algorithms to Identify Autism Spectrum Disorder in Children-Based 
Facial Landmarks,” Applied Sciences, vol. 13, no. 8. MDPI AG, p. 
4855, Apr. 12, 2023. doi: 10.3390/app13084855. 

[7] Y. Li, W.-C. Huang, and P.-H. Song, “A face image classification 
method of autistic children based on the two-phase transfer learning,” 
Frontiers in Psychology, vol. 14. Frontiers Media SA, Aug. 31, 2023. 
doi: 10.3389/fpsyg.2023.1226470. 

[8] S. Artiran, P. S. Bedmutha and P. Cosman, "Analysis of Gaze, Head 
Orientation, and Joint Attention in Autism With Triadic VR Interviews," 
in IEEE Transactions on Neural Systems and Rehabilitation 
Engineering, vol. 32, pp. 759-769, 2024, doi: 
10.1109/TNSRE.2024.3363728. 

[9] K. Garg, N. N. Das and G. Aggrawal, "A Review On: Autism Spectrum 
Disorder Detection by Machine Learning Using Small Video," 2023 3rd 
International Conference on Intelligent Communication and 
Computational Techniques (ICCT), Jaipur, India, 2023, pp. 1-8, doi: 
10.1109/ICCT56969.2023.10076139. 

[10] M. S. Venkata Sai Krishna Narala, S. Vemuri and C. Kattula, 
"Prediction of Autism Spectrum Disorder Using Efficient Net," 2023 9th 
International Conference on Advanced Computing and Communication 
Systems (ICACCS), Coimbatore, India, 2023, pp. 1139-1143, doi: 
10.1109/ICACCS57279.2023.10112807. 

[11] S. G. A, R. Prabha, J. Nithyashri, S. P, I. Thamarai and S. S, "A Novel 
Analysis and Detection of Autism Spectrum Disorder in Artificial 
Intelligence Using Hybrid Machine Learning," 2023 International 
Conference on Innovative Data Communication Technologies and 
Application (ICIDCA), Uttarakhand, India, 2023, pp. 291-296, doi: 
10.1109/ICIDCA56705.2023.10099683. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 5, 2024 

574 | P a g e  

www.ijacsa.thesai.org 

[12] T. Tarai, M. Parhi, D. Mishra and K. Shaw, "Unveiling Early Autism 
Spectrum Disorder Detection: A Comprehensive Study of Machine 
Learning and Deep Learning Approaches," 2023 IEEE Pune Section 
International Conference (PuneCon), Pune, India, 2023, pp. 1-6, doi: 
10.1109/PuneCon58714.2023.10450102. 

[13] A. Samanta, M. Sarma and D. Samanta, "ALERT: Atlas-Based Low 
Estimation Rank Tensor Approach to Detect Autism Spectrum 
Disorder*," 2023 45th Annual International Conference of the IEEE 
Engineering in Medicine & Biology Society (EMBC), Sydney, 
Australia, 2023, pp. 1-4, doi: 10.1109/EMBC40787.2023.10340610. 

[14] K. Patel, A. Ramanuj, S. Sakhiya, Y. Kumar and A. Rana, "Transfer 
Learning Approach for Detection of Autism Spectrum Disorder using 
Facial Images," 2023 10th IEEE Uttar Pradesh Section International 
Conference on Electrical, Electronics and Computer Engineering 
(UPCON), Gautam Buddha Nagar, India, 2023, pp. 247-253, doi: 
10.1109/UPCON59197.2023.10434861. 

[15] S. T. Tasmi, S. Ahmed and M. M. Sarker Raihan, "Performance 
Analysis of Machine Learning Algorithms for Autism Spectrum 
Disorder Level Detection using Behavioural Symptoms," 2023 26th 
International Conference on Computer and Information Technology 
(ICCIT), Cox's Bazar, Bangladesh, 2023, pp. 1-6, doi: 
10.1109/ICCIT60459.2023.10441249. 

[16] P. Moridian et al., “Automatic autism spectrum disorder detection using 
artificial intelligence methods with MRI neuroimaging: A review,” 
Frontiers in Molecular Neuroscience, vol. 15. Frontiers Media SA, Oct. 
04, 2022. doi: 10.3389/fnmol.2022.999605. 

[17] A. Kusumaningsih, C. V. Angkoso and A. K. Nugroho, "Autism 
Screening Prediction Based on Multi-kernel Support Vector Machine," 
2023 IEEE 9th Information Technology International Seminar (ITIS), 
Batu Malang, Indonesia, 2023, pp. 1-5, doi: 
10.1109/ITIS59651.2023.10420224. 

[18] P. Rawat, M. Bajaj, S. Vats and V. Sharma, "ASD Diagnosis in 
Children, Adults, and Adolescents using Various Machine Learning 
Techniques," 2023 International Conference on Device Intelligence, 
Computing and Communication Technologies, (DICCT), Dehradun, 
India, 2023, pp. 625-630, doi: 10.1109/DICCT56244.2023.10110166. 

[19] A. J. Syed, D. J. Durrani, N. Shahid, W. Khan and A. Muhammad, 
"Expression Detection Of Autistic Children Using CNN Algorithm," 
2023 Global Conference on Wireless and Optical Technologies 
(GCWOT), Malaga, Spain, 2023, pp. 1-5, doi: 
10.1109/GCWOT57803.2023.10064653. 

[20] A. Jaby and M. B. Islam, "Audio Speech Signal Analysis for Early 
Autism Spectrum Disorder Detection," 2023 Innovations in Intelligent 
Systems and Applications Conference (ASYU), Sivas, Turkiye, 2023, 
pp. 1-6, doi: 10.1109/ASYU58738.2023.10296783. 

[21] Y. Siagian, Muhathir and M. D. R, "Classification of Autism Using 
Feature Extraction Speed Up Robust Feature (SURF) with Boosting 
Algorithm," 2023 International Conference on Information Technology 
Research and Innovation (ICITRI), Jakarta, Indonesia, 2023, pp. 60-64, 
doi: 10.1109/ICITRI59340.2023.10250127. 

[22] S. Rubio-Martín, M. T. García-Ordás, M. Bayón-Gutiérrez, N. Prieto-
Fernández and J. A. Benítez-Andrades, "Early Detection of Autism 
Spectrum Disorder through AI-Powered Analysis of Social Media 
Texts," 2023 IEEE 36th International Symposium on Computer-Based 
Medical Systems (CBMS), L'Aquila, Italy, 2023, pp. 235-240, doi: 
10.1109/CBMS58004.2023.00223. 

[23] A. Kusumaningsih, M. Risnasari, K. Joni, K. E. Permana and C. Very 
Angkoso, "Enhancing Autism Detection Through Visual Pattern 
Analysis Based On Machine Learning," 2023 International Conference 
on Advanced Mechatronics, Intelligent Manufacture and Industrial 
Automation (ICAMIMIA), Surabaya, Indonesia, 2023, pp. 606-611, doi: 
10.1109/ICAMIMIA60881.2023.10427704. 

[24] J. Shin, M. Maniruzzaman, Y. Uchida, M. A. M. Hasan, A. Megumi and 
A. Yasumura, "Handwriting-Based ADHD Detection for Children 
Having ASD Using Machine Learning Approaches," in IEEE Access, 
vol. 11, pp. 84974-84984, 2023, doi: 10.1109/ACCESS.2023.3302903. 

[25] R. Mittal, V. Malik and A. Rana, "DL-ASD: A Deep Learning Approach 
for Autism Spectrum Disorder," 2022 5th International Conference on 
Contemporary Computing and Informatics (IC3I), Uttar Pradesh, India, 
2022, pp. 1767-1770, doi: 10.1109/IC3I56241.2022.10072429. 

[26] T. L. Praveena and N. V. M. Lakshmi, "Multi Label Classification for 
Emotion Analysis of Autism Spectrum Disorder Children using Deep 
Neural Networks," 2021 Third International Conference on Inventive 
Research in Computing Applications (ICIRCA), Coimbatore, India, 
2021, pp. 1018-1022, doi: 10.1109/ICIRCA51532.2021.9545073. 

[27] S. R. Arumugam, R. Balakrishna, R. Khilar, O. Manoj and C. S. Shylaja, 
"Prediction of Autism Spectrum Disorder in Children using Face 
Recognition," 2021 2nd International Conference on Smart Electronics 
and Communication (ICOSEC), Trichy, India, 2021, pp. 1246-1250, doi: 
10.1109/ICOSEC51865.2021.9591679. 

[28] T. Akter, M. I. Khan, M. H. Ali, M. S. Satu, M. J. Uddin and M. A. 
Moni, "Improved Machine Learning based Classification Model for 
Early Autism Detection," 2021 2nd International Conference on 
Robotics, Electrical and Signal Processing Techniques (ICREST), 
DHAKA, Bangladesh, 2021, pp. 742-747, doi: 
10.1109/ICREST51555.2021.9331013. 

[29] Available online: 
https://www.kaggle.com/datasets/imrankhan77/autistic-children-facial-
data-set.Accessed on 10th February 2024. 

 


