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Abstract—Driven by globalization and digitization, the tourism industry is facing new challenges and opportunities brought about by big data and artificial intelligence. The recommendation of tourist attractions, as an important part of the tourism industry, has a direct influence on the tourist experience. However, with the diversification and personalization of tourism demand, traditional recommendation methods have shown shortcomings: weak processing ability for complex nonlinear data, affecting recommendation accuracy and personalization, and insufficient efficiency and stability when processing large-scale data. Faced with this challenge, this study proposed a hybrid tourist attraction recommendation model with random forest, artificial neural network, and frequent pattern growth. This model utilized the powerful classification and regression capabilities of random forests, as well as the complex nonlinear mapping ability of artificial neural networks, to predict tourist attraction preferences. And on this basis, the frequent pattern growth algorithm was introduced to mine the associated attractions of tourist preferences, thereby achieving accurate recommendation of tourist attractions. In experimental verification, the proposed model demonstrated superior performance. It not only surpassed traditional tourist attraction recommendation methods in accuracy and personalization, but also exhibited efficient and stable characteristics when processing large-scale data. After about 16 iterations, the MAPE value of the mixed model decreased to 0.44%. After about 39 iterations, the MAPE value of the mixed model decreased to 0.40%. The average accuracy, recall rate and F-value of the proposed model are 92.26%, 82.11% and 84.43%, respectively, which are superior to the comparison algorithm. Its error correction accuracy fluctuates around 90%. This study provides a new solution to the problem of personalized recommendation of tourist attractions, providing theoretical guidance for the tourism applications of random forests and artificial neural networks, and improving the tourist experience, promoting the development of the tourism industry.
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I. INTRODUCTION

In the context of globalization and digitization, the tourism industry is undergoing unprecedented development and changes. The information technology growth, especially the popularization of big data and artificial intelligence, has provided new possibilities and challenges for the growth of the tourism industry [1]. Among them, Tourist Attraction Recommendation (TAR) is a crucial part of the tourism industry, which directly affects the experience and satisfaction of tourists. However, with the diversification of tourist destinations and the increasing demand for personalization, traditional TAR methods cannot meet the demands of tourists [2].

The existing TAR methods mainly have two major problems: firstly, their ability to handle complex and nonlinear data patterns is insufficient, which affects the accuracy and personalization of recommendations. Secondly, when processing large-scale data, the computational efficiency and stability of algorithms are insufficient, making it difficult to meet the needs of the big data era [3]. Faced with this challenge, how to provide accurate and personalized tourist TAR has become a focus of attention in academia and industry. In recent years, advanced machine learning technologies such as Random Forest (RF), Artificial Neural Network (ANN), and Frequent Pattern Growth (FP-Growth) have achieved significant results in many fields, including tourism recommendations [4-5]. However, research that combines the three, especially in the field of TAR, has not yet existed.

In order to enhance the ability of tourist attraction recommendation system to process complex data and better meet the individual needs of tourists, this study combines RF, ANN and FP-Growth to propose a hybrid TAR algorithm. The research aims to improve the accuracy, computational efficiency and personalized experience of travel recommendations to meet the development needs of the modern tourism market. The advantages of this method are that by combining the advantages of the three algorithms, it not only optimizes the ability to process large-scale complex data, improves the accuracy and efficiency of the recommendation system, but also enhances the response ability to the personalized needs of tourists, thus significantly improving the satisfaction of tourists and promoting the innovation and development of the tourism industry.

The innovation of this study contains the following aspects: for the first time, the combination of RF, ANN, and FP-Growth is applied to TAR. Aiming at the disadvantage that RF may overly rely on certain features when processing a large number of features, the ANN algorithm is introduced to construct a more accurate tourist preference attraction prediction model with better predictive performance. In response to the drawbacks of FP-Growth, which consumes a lot of computation time and suffers from memory overflow, parameter optimization is carried out on its support and confidence.

The main contribution of the research is that the proposed hybrid tourist attraction recommendation algorithm integrating RF, ANN and FP Growth can effectively solve the shortcomings of traditional algorithms in personalized...
recommendation and big data environment by optimizing the ability of the algorithm to process complex data and improving the computational efficiency. In addition, by combining the advantages of different algorithms, the new model has significant advantages in improving the accuracy and response speed of the recommendation system, which can provide a more efficient and personalized tourist attraction recommendation solution for the tourism industry, thus enhancing the experience and satisfaction of tourists, and promoting the sustainable development of the tourism industry.

The study is divided into six sections: Literature review, methodology, implementation, discussion, and conclusion. The proposed model is experimentally validated in Section IV. Discussion is given in Section V and finally, Section VI concludes the paper.

II. LITERATURE REVIEW

The intelligent recommendation function has been widely applied in the selection of tourist attractions, and its practicality in daily life is significant. In recent years, many researchers have also made important contributions to the development of this field. Researchers such as C. Si conducted an in-depth study on TAR models based on vehicle movement data. This study adopted an advanced prediction model, which is unique in that it utilizes tensor decomposition technology to predict and process possible missing values, greatly improving the accuracy of recommendations. Tourists can obtain a more satisfactory travel experience, thereby improving the overall quality of tourism to some extent [6]. Scholar R H ö singer et al. proposed an innovative model called TR-DNNMF to provide TAR to users. The matrix factorization model is mainly responsible for handling the linear part in this model, which can cut down the complexity of the data and enable the model to more accurately grasp the linear relationship between different scenic spots. Meanwhile, deep neural network models are responsible for handling the nonlinear part, revealing the deep level features and patterns of each attraction. This model can not only accurately recommend known attractions, but also discover and recommend some new attractions that have not been discovered by the public, providing users with a richer and more personalized travel experience [7]. Scholar L Wen et al. conducted in-depth research on the radial basis function (RBF) neural network algorithm and successfully constructed an accurate model that can predict popular tourist attractions using advanced parameter optimization techniques. The model uses complex parameter optimization techniques to finely adjust the parameters of the RBF neural network, greatly improving the prediction accuracy and effectiveness of the model. The predictive ability of the model provides great convenience for the tourism industry, allowing tourists to plan and prepare in advance [8]. B. Cao et al. developed a context aware personalized recommendation model for mobile tourism e-commerce, with the main goal of addressing the sparsity and low accuracy issues encountered by current recommendation models in personalized recommendation data. The construction of this model is based on situational awareness technology, which can understand and analyze the user's current actual environment. By accurately understanding and grasping these contextual information, the model can better understand the needs and preferences of users, thereby providing more personalized recommendations [9]. Y. Zhang et al. put forward a new recommendation system method that fused human Particle Swarm Optimization (PSO) with fuzzy Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) method, mainly used for recommendation systems in the tourism industry. To address the potential inefficiency of PSO in dealing with complex decision-making problems, the fuzzy TOPSIS method was introduced into this system to effectively handle various uncertain factors in tourism recommendations. The performance verification results showed that this new recommendation method performed well in practical applications, not only improving the accuracy of recommendations, but also improving the efficiency of recommendations [10].

RF improves the accuracy and stability of predictions by building a large amount of decision trees and voting or averaging their prediction results. RF can handle a large number of input variables, effectively prevent overfitting, and can be utilized for regression and classification issues, making it widely used in fields such as financial prediction and medical diagnosis. Numerous scholars have proposed improvements to make it more applicable to the field of study. A. Hill and other researchers used the RF model to predict severe weather. This study selected the spatiotemporal evolution simulated near the prediction point throughout the entire prediction period as the input variables for the model, which includes a series of climate parameters such as temperature, humidity, wind speed, pressure, etc. By using these input variables with temporal and spatial dynamic changes, weather changes can be described and predicted more comprehensively and accurately. After training with the RF model, the experiment outcomes indicated that the use of the RF model can effectively raise the prediction of severe weather throughout the entire prediction period [11]. J. Yoon proposed a unique method for predicting real GDP growth using machine learning models. This study mainly focused on Japan's real GDP growth and conducted predictive analysis of data from 2001 to 2018. The research results indicated that between 2001 and 2018, the prediction accuracy of the fusion model exceeded the benchmark prediction, mainly due to the powerful performance of the model, which can capture and learn a large number of complex nonlinear relationships, thereby improving the accuracy of prediction [12]. S. Chen and other researchers were committed to improving the accuracy of runoff prediction for cascade hydropower stations and have chosen the RFR model for modeling medium and long-term runoff prediction. To ensure the fairness of the results, the researchers compared the prediction results of the RFR model with those of Support Vector Machine (SVM) and Integrated Autoregressive Moving Average Model (IARMA). Through comparison, it was found that the Mean Square Error (MSE) of the RFR model was the smallest, which proves that it has better prediction accuracy than other models, and has higher reliability and practicality [13]. T. Wang et al. innovatively combined RF with Bayesian optimization techniques for quality prediction of large-scale dimensional data. The model first selects the key factors that affect production through information gain, and then applies
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sensitivity analysis to maintain the stability of product quality. The experimental results showed that a small number of key features processed through RF Bayesian optimization can significantly reduce computational time while ensuring prediction accuracy, thus having good cost-effectiveness. This provides a new perspective and operational strategy for product quality prediction and control in the process industry [14]. Y. Shi and other scholars have innovatively proposed a prediction model based on Genetic Particle Swarm Optimization Algorithm (GAPSO) and RF regression (RFR) to raise the accuracy of prediction and effectively reduce the losses of flood disasters for predicting mine water inrush. The experiment iteratively trained 34 samples to find the optimal parameters. After testing, the outcomes have proved the merits of the GAPSO-RFR model in improving prediction accuracy and reducing generalization errors, providing strong technical support for the prevention of mine water inrush disasters [15].

In summary, current TAR models have shown certain shortcomings in accuracy and personalization, such as data sparsity issues and challenges in handling complex decisions and nonlinear relationships. RF has certain applicability in this field, as it can learn and reveal complex nonlinear relationships, effectively improve the accuracy and stability of recommendations, and is expected to provide new solutions for TARs. Therefore, this study innovatively raised a hybrid model based on RF, ANN, and FP-Growth to achieve more accurate TAR results.

III. METHODS

In order to accurately predict and recommend the top attractions for tourists, this section first combines RF and MLP models. After that, in order to further strengthen the ability of mining the data related to scenic spots based on tourists' preferences, the parameters of the FP-Growth algorithm were introduced and optimized. In this process, the adjustment of FP-Growth algorithm is mainly aimed at the automatic setting of support and confidence, so as to improve the efficiency and accuracy of data processing. Finally, these three technical means are integrated to form a TAR model using hybrid algorithms, which can achieve a deep understanding of tourist behavior and preferences, provide support for the tourism industry, and promote the development of personalized tourism services.

A. Construction of a Tourist Preference Attraction Prediction Model Based on RFPAP-NNPAP Algorithm

The prediction model for tourist attraction preferences combines research results from multiple disciplines such as big data, artificial intelligence, sociology, and psychology, which is significant for the tourism industry growth [16]. Research in this field mainly focuses on predicting tourist preferences for different tourist attractions. The demand and preferences of tourists continue to change, requiring predictive models to have adaptability and flexibility [17]. For this purpose, the study adopts two machine learning algorithms, RF and ANN, to integrate and construct a prediction model for tourist preference for scenic spots. RF is an ensemble learning method that creates multiple decision trees and combines their outputs to obtain accurate and stable prediction results [18]. ANN can address nonlinear problems and learn and extract deep level features from data. By integrating these two algorithms, the effectiveness of the prediction model can be improved and have a positive impact. This will help tourism enterprises to effectively position themselves in the market, design products, and optimize services, providing tourists with a more personalized and satisfactory travel experience [19]. RF is composed of numerous CART trees, which improve classification accuracy by integrating multiple decision results. The implementation steps include: using Bootstrap sampling method to extract \( k \) training sets with replacement from the original data, constructing \( k \) trees, and generating \( k \) out of bag data. \( m \) features at each node are randomly selected, and the tree with the strongest classification is selected. A threshold is set, and no pruning. Multiple trees are combined to form an RF, and the classification result of the new data is determined by the voting of the tree classifier [20]. It assumes that there are \( n \) tourists, each with \( p \) features, a matrix of \( n \times p \) can be formed, as shown in Eq. (1).

\[
A = \begin{bmatrix}
a_{i_1} & a_{i_1} & \ldots & a_{i_j} \\
a_{i_2} & a_{i_2} & \ldots & a_{i_j} \\
\vdots & \vdots & \ddots & \vdots \\
a_{i_p} & a_{i_p} & \ldots & a_{i_p}
\end{bmatrix}
\]  

In Eq. (1), \( f_1, f_2, \ldots, f_p \) means the selected \( p \) factors. \( a_{i_j} \) means the measured value of the \( j \)th characteristic factor of the \( i \)th tourist, as shown in Eq. (2).

\[
X = \{X_1, X_2, \ldots, X_n \}, X \in A
\]

The expression for the predicted value is shown in Eq. (3).

\[
Y = f(X) = \{y_1, y_2, \ldots, y_n\}
\]

In Eq. (3), \( X_n \) represents the feature vector of the \( n \)th tourist. \( y_n \) represents the tourist attraction that is predicted to be preferred by the \( n \)th tourist. \( f(X) \) represents the RF classification function. The application process of using RF to establish a tourist preference attraction prediction model is shown in Fig. 1.
Although the RF-based tourist preference attraction prediction model has certain applicability, there are also some limitations. For example, when processing a large number of features, RF may overly rely on certain features and ignore other relevant and informative features, which may affect the predictive effect of the model. In predicting tourist attraction preferences, for example, there may be certain correlations between characteristics such as age, occupation, and income of tourists, and failure to handle them properly may affect the results [21]. In addition, RF is difficult to handle nonlinear relationships. RF has limited processing capabilities for complex nonlinear and high-dimensional data. In predicting tourist preferences for attractions, tourist behavior and preferences may be influenced by multiple factors, and there may be complex nonlinear relationships between these factors, which RF may find difficult to fully capture. ANN simulates the connectivity patterns of human brain neurons, and through massive training data for learning, it can effectively extract high-dimensional feature information from the data, and even recognize complex and nonlinear patterns. This makes it perform well in various tasks, including data classification, object detection, target tracking, etc. [22]. MLP is a specific ANN architecture. The layers are connected by weights and nonlinearity is introduced through activation functions, allowing MLP to learn and process complex data models. This study integrates RF with MLP in ANN to construct the final tourist preference attraction prediction model. The structure of RF and MLP is denoted in Fig. 2.

The process of integrating RF and MLP in this study includes data preprocessing, grouping, building neural network models, obtaining uncertainties, and improving prediction results. The main goal of the data preprocessing stage is to eliminate noise and improve analysis efficiency. The methods include data cleaning, integration, and transformation to reduce analysis costs [23]. The processed dataset consists of two subsets of data, as shown in Eq. (4).

\[
\begin{align*}
S &= \{S_1, S_2, \ldots, S_n\}, \quad S_i \in [0,1], \quad i \in \{1, 2, \ldots, n\} \\
Z &= \{Z_1, Z_2, \ldots, Z_n\}, \quad Z_i \in R, \quad i \in \{1, 2, \ldots, n\}
\end{align*}
\]  

(4)

The dataset $S$ is analyzed using MLP and trained to obtain the output of MLP, and the dataset $Z$ is predicted using RF. After obtaining the output of RF, uncertainty can be obtained by comparing the different outputs between them. After obtaining the set of uncertain items, it is passed to the logistic regression layer of the MLP model for parameter updates. By using the uncertainty in the training set to fit the logistic regression layer, the uncertainty in the test set can be predicted, and combined with the previous output results, the final prediction can be obtained. The process of training logistic regression layers is similar to the process of obtaining differential terms [24]. The Random Forest Preferred Attraction Prediction-Neural Networks Preferred Attraction Prediction (RFPAP-NNPAP) model constructed is shown in Fig. 3.
In Fig. 3, this study added an uncertainty extraction algorithm between the MLP layer and the logistic regression layer of the original MLP. The hidden layer state of MLP or RF was obtained through the Sigmoid activation function to obtain the output, which is then optimized by the logistic regression layer. The Sigmoid binary classification algorithm is based on conditional probability, with a threshold of 0.5 for classification, and can be extended to multi-dimensional feature space binary classification. The Sigmoid function in the multidimensional feature space is indicated in Eq. (5).

$$h_\theta(X) = g(\theta^T X) = \frac{1}{1 + e^{-\theta^T X}}, \quad (5)$$

In Eq. (5), $\theta$ represents multidimensional parameters. $X$ represents the feature space matrix. For the binary classification problem, the conditional probability formula for the sample and parameter $\theta$ is shown in Eq. (6).

$$P(y|X;\theta) = (h_\theta(X))^y (1-h_\theta(X))^{1-y}, \quad (6)$$

In Eq. (6), $y$ represents the output of the binary classification problem. After obtaining the probability function, maximum likelihood estimation is performed, as shown in Eq. (7).

$$\rho(\theta) = \log L(\theta) = \sum_{i=1}^{m} y^{(i)} \log h(X^{(i)}) + (1-y^{(i)}) \log (1-h(X^{(i)})), \quad (7)$$

The derivative of parameter $\theta$ is calculated for Eq. (7) and the parameter gradient iteration function is obtained as expressed in Eq. (8).

$$\theta_j = \theta_j + \alpha \left( y^{(i)} - h_\theta(X^{(i)}) \right) X_j^{(i)} \quad (8)$$

The training set is continuously iterated to obtain the approximate extremum of the loss function gradient. During each iteration, the model parameters are updated based on the current gradient direction to maximize the objective function. This optimization process will continue until the preset stopping criteria are met. After the termination conditions are met, the obtained model parameter $\theta$ is considered the optimal parameter, and the model can fit the training data to the maximum extent possible, while also being suitable for predicting new data.

### B. Construction of a Tourist Attractions Recommendation Model Integrating FP-Growth and RFPAP-NNPAP Algorithms

To enhance the personalized level of tourism experience and services, this study applied association rule algorithms to explore the association relationships between tourist attractions and establish a tourist attractions association model. Association rule algorithm is a method for finding relationships between features in large-scale datasets, widely used in the field of market analysis [25]. In this study, the association rule algorithm was used to explore the preference patterns of tourists when choosing tourist attractions, as well as the co-occurrence relationships between different attractions. Through this method, potential behavioral patterns of tourists when choosing tourist attractions can be revealed, providing a basis for providing personalized tourism recommendation services [26]. Meanwhile, by analyzing the correlation between tourist attractions, it can further understand the characteristics and values of each attraction, which has important reference value for tourism planning and management. The data mining process model is indicated in Fig. 4.
The FP-Growth algorithm is a data mining method that belongs to association rules. It mainly generates frequent itemsets from the frequent pattern tree FP-Tree, divides the scanned database into numerous conditional datasets, and then mines association rules from them. The purpose of association rule mining is to find some trustworthy rules from massive data, which can help relevant personnel make judgments and decisions based on the situation to a certain extent [27]. The association rule mining system is based on two minimum thresholds to find association rules, namely the minimum support threshold \( \text{min}_{\text{sup}} \) and the minimum confidence threshold \( \text{min}_{\text{conf}} \) [28]. The work of association rule mining is mainly divided into two stages: The first is to find all itemsets that are not less than the minimum support threshold \( \text{min}_{\text{sup}} \), that is, frequent sets. The second is to search for association rules that are not less than the minimum confidence threshold \( \text{min}_{\text{conf}} \) for each frequent set. If the association rules \( A \Rightarrow B \), \( A = \{a_1, a_2, \ldots, a_j\} \subseteq I \), \( B = \{b_1, b_2, \ldots, b_j\} \subseteq I \), and \( A \neq \emptyset \), \( B \neq \emptyset \) are defined, then the support of \( A \Rightarrow B \) can be expressed as Eq. (9).

\[
\text{Support}(A \Rightarrow B) = \text{Support}(A \cup B) = P(AB) \tag{9}
\]

In Eq. (9), \( A \) represents the antecedent, \( B \) represents the consequent, and \( B \) appears with the appearance of \( A \). At the same time, the confidence of rule \( A \Rightarrow B \) is the ratio of \( A \cup B \)’s support to \( A \)’s support, and its function expression is Eq. (10).

\[
\text{Confidence}(A \Rightarrow B) = P(B|A) = \frac{\text{Support}(A \cup B)}{\text{Support}(A)} \tag{10}
\]

In Eq. (10), \( P(B|A) \) represents the ratio of the probability of event \( A \) and event \( B \) occurring simultaneously to the probability of event \( A \) occurring. The degree of improvement \( \text{lift} \) refers to the ratio of the likelihood of both containing \( B \) under the condition of \( A \) to the likelihood of \( B \) sets occurring under unrestricted conditions [29]. This indicator is basically consistent with the confidence function and can be used to measure the reliability of rules. It is a supplementary explanation of confidence, and its calculation method is shown in Eq. (11).

\[
\text{Lift}(A \Rightarrow B) = \frac{P(B|A)}{P(B)} = \frac{\text{Confidence}(A \Rightarrow B)}{P(B)} = \frac{\text{Support}(A \Rightarrow B)}{\text{Support}(A) \cdot \text{Support}(B)} \tag{11}
\]

The meaning of Eq. (11) is to measure the independence of itemset \( A \) and itemset \( B \). When the improvement degree of \( A \Rightarrow B \) rule is 1, it indicates that event \( A \) and event \( B \) are independent of each other. If the improvement is less than 1, it indicates that event \( A \) and event \( B \) are mutually exclusive. In general, only when the improvement degree is greater than 3, can the association rules obtained in data mining be considered valuable. The traditional FP-Growth algorithm is suitable for situations with small databases, as as the database continues to expand, the FP-Tree established by traditional FP-Growth will occupy a large amount of memory, consume a lot of computation time, and there is a possibility of memory overflow, which reduces the efficiency of data mining [30]. Therefore, when using the FP-Growth algorithm in practice, it is necessary to optimize its support and confidence. The minimum support and confidence levels are automatically set based on the characteristics of the data itself, in order to avoid subjective randomness in manually setting parameters. The transaction set \( D \) is defined, the support numbers of each item in \( D \) are sorted in descending order, and the polynomial curve fitting function is calculated based on the corresponding numbers in the order table. The expression is Eq. (12).

\[
y = f(x) = \sum_{i=0}^{t} m_i \times x^i \tag{12}
\]

In Eq. (12), \( t \) means the amount of samples, and \( x \) expresses the ordinal value. A quadratic differentiation is performed on the function of Eq. (12) to obtain the second-order derivative function \( f''(x) \), which is expressed as Eq. (13).

\[
y'' = f''(x) = \sum_{i=2}^{t} i \times (i-1) \times m_i \times x^{i-2} \tag{13}
\]

In Eq. (13), the value of \( x \) for the first occurrence of \( f''(x) = 0 \) in the interval \((1, m)\) of \( f''(x) \) is denoted as \( x_0 \), and \([f'(x_0)]\) rounded down from \( f'(x_0) \) is used as the algorithm parameter. It is also necessary to improve the mining process of FP-Growth after optimizing its parameters. This study used the method of adding constraints to mine association rules based on the adaptive adjustment of minimum support and minimum confidence, forming a tourist attraction rule library [31]. Correlation coefficients are used to eliminate highly correlated redundant data and constraints are formed to reduce unnecessary data and simplify calculations, thereby improving the efficiency of data processing. The calculation method for correlation coefficients can be expressed as Eq. (14).

\[
\rho = \frac{\text{Cov}(X,Y)}{\sqrt{D(X)\sqrt{D(Y)}}} = \frac{\sum (x-\bar{x})(y-\bar{y})}{\sqrt{\sum(x-\bar{x})^2 \sum(y-\bar{y})^2}} \tag{14}
\]

Eq. (14) represents the correlation coefficient between data \( X \) and \( Y \), with a value range of [-1,1]. When \( \rho = 0 \) is used, it indicates that \( X \) and \( Y \) are not correlated. When \(|\rho| = 1 \), it means that \( X \) and \( Y \) are completely correlated, and one of the data needs to be removed; When \( 0.8 < |\rho| < 1 \)
occurs, changes in $X$ will cause partial changes in $Y$, indicating that $X$ and $Y$ are highly correlated, and one of the data needs to be removed. When $|\rho| < 0.3$ is used, it indicates that $X$ and $Y$ are low correlated, and it is necessary to consider removing one of them as appropriate. When building an FP-tree, the parent node pointer and child node pointer are combined into one pointer, and the sibling node pointer and the node pointer with the same name are combined into one pointer to construct an OFP-tree. This operation can save space and simplify the process. The results of OFP-Tree establishment are shown in Fig. 5.

This study proposed a hybrid recommendation method that combines FP-Growth algorithm and RFPAP-NNPAP algorithm. This method aims to improve the diversity and richness of attraction recommendations by jointly constructing a preference attraction prediction model and attraction association model. The FP-Growth algorithm is used to mine frequent itemsets and reveal association rules between scenic spots. The RFPAP-NNPAP algorithm is applied to predict tourist attraction preferences. The fusion of this algorithm can not only provide recommendations that meet the personal preferences of tourists, but also reveal the correlation between attractions, providing tourists with more diverse choices. The specific recommendation method process is shown in Fig. 6.

In this study, a comprehensive method was used to select tourism characteristic factors, covering three key dimensions: tourist attractions, individual tourists, and contextual perception information. A total of 13 key tourism characteristic factors were selected, including scenic spot location, scenic spot ticket prices, season, gender, etc. These feature factors not only cover the basic information of tourist attractions, but also include the individual characteristics of tourists and contextual information of the tourism environment. By selecting these factors, a rich library of tourism feature factors was constructed, providing comprehensive and in-depth feature references for the problem of recommending tourist attractions. The construction of this feature factor library helps to deepen the understanding of tourist behavior patterns and reveal the key driving factors for tourist attractions selection. The specific tourism characteristic factor library is shown in Fig. 7.
Fig. 7. Tourism feature factor database.

IV. PERFORMANCE VERIFICATION OF TOURIST ATTRACTION RECOMMENDATION MODEL BASED ON HYBRID MODEL

To confirm the practicality of the proposed algorithm, this study first conducted in-depth exploration and analysis of the effect of the RFPAP-NNPAP model through experiments. Afterwards, a detailed evaluation and analysis of the recommendation effect of the hybrid model in practical scenarios was conducted, to better understand and evaluate the practical application value and potential of this hybrid model in TAR.

A. Performance Verification of RFPAP-NNPAP Model

This study used an i7-6500U processor, a 16GB memory computer, and a Windows 10 64 bit system. The experimental data came from the Sina Weibo tourism dataset, which includes a large amount of tourism information. The experimental environment was the Spyder integrated development environment, and the Scikit-learn library was utilized to convert the data into numerical values. The study set five gradient percentages for sampling the test dataset, and the corresponding training dataset was also five gradient percentages. Dataset D was randomly split into training data and test data. When verifying the performance of RFPAP-NNPAP, in addition to comparing it with traditional RF, Gradient Boosting Random Forest model (GBRF) was also selected for comparative verification.

The study compared the performance of RFPAP-NNPAP, GBRF, and RF models on different segmentation ratio datasets, as denoted in Fig. 8. The outcomes denoted that the average accuracy of RFPAP-NNPAP, GBRF, and RF was 92.26%, 84.12%, and 66.41%, respectively. The average Recall value of RFPAP-NNPAP, GBRF, and RF was 82.11%, 69.11%, and 60.12%, respectively. The average F-value of RFPAP-NNPAP, GBRF, and RF was 84.43%, 71.11%, and 61.11%, respectively. RFPAP-NNPAP had higher accuracy, Recall, and F-value than the GBRF model by 8.14%, 13.00%, and 13.32%, respectively. Thus, the superiority of RFPAP-NNPAP was validated.

Fig. 9 shows the error correction comparison results of two models. The experiment findings indicated that the prediction results of GBRF were not ideal, and the accuracy rate was mostly less than 20%. RFPAP-NNPAP used all uncertain terms in the training set as the training set for the logistic regression layer, trained and updated the parameters of the
logistic regression layer, with accuracy fluctuating around 90%. The results indicated that the logistic regression layer with updated parameters had good prediction results.

Fig. 10(a) shows the confidence and accuracy of the 30 selected association rules. The confidence of the rules themselves had a similar trend to the confidence of the rules in the test set, and the accuracy fluctuates around 95%, indicating that the mined association rules are universal. Fig. 10(b) shows the experimental comparison curves of FP-Growth and FP-Growth algorithms after parameter optimization. In Fig. 10(b), when processing the same data, the optimized FP-Growth algorithm significantly outperformed the traditional algorithm in runtime. Especially when the support was smaller, the advantages of improving the FP-Growth algorithm became more apparent, indicating that the performance of the optimized algorithm has been improved.
To deeply identify the effect of the optimized FP-Growth algorithm, the experiment chose to compare the algorithm before and after optimization with the AprioriTid algorithm. Fig. 11 shows the comparison curve of the time taken by the FP-Growth algorithm before and after optimization, as well as the AprioriTid algorithm with the change of minimum support. As shown in the figure, with the increasing minimum support, the overall time effect of the optimized FP-Growth algorithm was better than that of the AprioriTid algorithm. After calculation, the improved FP-Growth algorithm saved an average of 23.4 seconds in running time compared to the original FP-Growth algorithm. Compared to the AprioriTid algorithm, it had an average reduction of 12.3 seconds. The FP-Growth algorithm mined association rules based on adjusted support and confidence, and could obtain all the rules that meet the requirements without leaving any omissions. The experimental results in Fig. 11 showed that as the minimum support increased, the number of rules decreased. It can be calculated that the optimized FP-Growth algorithm has a maximum elimination rate of 38% for invalid rules.

This study sorted the data items in descending order based on the obtained support numbers and performed curve fitting. A total of three polynomial curve fitting was performed, and the support numbers and curve fitting results of the data items are illustrated in Fig. 12(a). At the same time, the confidence of the association rules was sorted in descending order, and the results obtained by fitting the cubic polynomial curve are expressed in Fig. 12(b). In the figure, the fitting degree of the curve was relatively high, indicating that the predicted results are basically consistent with the actual situation, and the algorithm has operability and practicality.
B. Performance Verification of a Hybrid Attraction Recommendation Model Combining Optimized FP-Growth and RFPAP-NNPAP Algorithms

This experiment selected two representative popular tourist cities, Beijing and Yunnan. The experiment utilized a constructed mixed model to predict tourist attraction preferences. The evaluation indicators for the experiment include Mean Absolute Error (MAE), MSE, Normalized Root Mean Square Error (NRMSE), and Mean Absolute Percentage Error (MAPE) to evaluate the predictive effect of the model. Fig. 13 shows the error gradient trend of AprioriTid and mixed model in estimating the preference of tourist attractions in Beijing. The initial iteration of the hybrid model was around 0.49%, while AprioriTid was around 0.55%. The main reason was that the hybrid model had faster local search ability and iteration speed, ultimately achieving better convergence. In addition, after approximately 16 iterations, the MAPE value of the mixed model decreased to 0.44%. After about 39 iterations, the MAPE value of the mixed model decreased to 0.40%.

Fig. 14 shows the estimation results of AprioriTid and mixed model on the number of tourists preferred by Beijing’s tourist attractions. From the graph, the estimated values of both algorithms tended to be consistent with the true values, indicating that they both had good predictive performance. Compared to the hybrid model, AprioriTid had slightly lower prediction accuracy, which was reflected in the data sequence numbers between 0-6. The degree of overlap between AprioriTid’s predicted values and the true values was not as significant as that of the hybrid model, indicating that its prediction error was greater than that of the hybrid model. Therefore, the estimation of preferences for tourist attractions in Beijing also confirmed that the hybrid model had superior predictive performance compared to AprioriTid.

Fig. 15 shows the estimation results of tourist numbers for Yunnan and Beijing tourist attractions using the AprioriTid model and a hybrid model. From the data from Yunnan, AprioriTid’s predicted value curve deviated significantly from the true value curve and had few overlapping points, indicating a significant estimation error. Observing that the predicted value curve of the hybrid model basically coincided with the true value curve could also prove that the estimation error of the hybrid model was less than AprioriTid. The above results further confirmed that the hybrid model had a good optimization effect at the initial position, resulting in a higher convergence speed and prediction accuracy of the overall prediction model compared to the AprioriTid model.

![Error gradient of the two models in estimating the number of tourists preferred by tourist attractions in Beijing](image)

![Estimate results of AprioriTid and hybrid model on the number of tourists with preference for tourist attractions in Beijing](image)
V. DISCUSSION

The RFPAP-NNPAP model constructed in this study has a good effect in predicting tourist attraction preference, with an average accuracy of 92.26%, an average recall value of 82.11%, and an average F value of 84.43%, all of which are better than GBRF and RF models. In addition, the optimized FP-Growth algorithm significantly improves the running time and rule mining efficiency, and shows higher performance than the traditional algorithm and AprioriTid algorithm. The main reason is that the proposed model integrates FP-Growth algorithm and RFPAP-NNPAP algorithm to form a hybrid TAR model, which effectively improves the ability to process complex data and significantly optimizes the operational efficiency and accuracy, so it is effective in predicting the number of preferred tourists of tourist attractions. Compared with the study of Huang et al. [2], although they used an optimized neural network algorithm to predict tourist hotspots, this study not only improved the accuracy of prediction, but also enhanced the universality and adaptability of the model by integrating the two algorithms. P. Nitu et al. [3] proposed a personalized travel recommendation system considering timeliness in his research. This study further optimized the real-time response ability and accuracy of the recommendation system by combining a variety of algorithms to process complex data, and the two are consistent. In addition, the integrated model not only optimizes route selection, but also deeply analyzes user behavior and preferences through data mining technology, which has similar significance to C. Chen et al. [4] Personalized travel route recommendation model based on improved genetic algorithm. To sum up, this study not only improves the accuracy and efficiency of the scenic spot recommendation system through the combination of multiple algorithms, but also proves the robustness of the model in different data sets. Although the proposed model performs well in terms of performance and application scope, there are some limitations. The complexity of the model can lead to a large demand on computing resources, and future research needs to explore more efficient algorithm implementation ways to mitigate hardware requirements. At the same time, with the increase of data volume and dimension, the scalability and stability of the model need to be further verified. Future studies can test the validity of the model on more regions and different types of tourism data, further explore the optimal configuration and practical application scenarios of the algorithm, and provide scientific decision support tools for the tourism industry.

VI. CONCLUSION

In the tourism industry driven by globalization and digitization, TAR faces challenges. Existing algorithms have limitations in handling complex, nonlinear, and large-scale data, and there is an urgent need for new solutions to meet personalized needs. Therefore, this study proposed a hybrid TAR model that integrates optimized FP-Growth and RFPAP-NNPAP algorithms. The study conducted performance validation on the proposed model, and the outcomes indicated that the average accuracy of RFPAP-NNPAP was 92.26%, the average Recall value was 82.11%, and the average F value of RFPAP-NNPAP was 84.43%, all of which were better than the comparison algorithms. The error correction accuracy of RFPAP-NNPAP fluctuated around 90%. The optimized FP-Growth algorithm had significantly better runtime than
traditional FP-Growth, and its elimination rate for invalid rules could reach up to 38%. The actual verification results of the hybrid model showed that after about 16 iterations, its MAPE value decreased to 0.44%. After about 39 iterations, the MAPE value of the hybrid model decreased to 0.40%. The estimation results of the number of tourists preferred by the hybrid model for tourist attractions in Yunnan and Beijing indicated that the predicted value curve of the hybrid model basically overlapped with the true value curve. Thus, the effectiveness of the hybrid model was validated. The main contribution lies in providing a new solution to meet the personalized needs of TAR. However, there are still shortcomings in the research, such as the need for further optimization of the model’s performance in specific types of data or specific scenarios. In the future, efforts will be made to raise the universality and stability of the model, to offer better TARs in a wider range of application scenarios.
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