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Abstract—This research paper delves into the intricate 

domain of cyberbullying detection on social media, addressing 

the pressing issue of online harassment and its implications. The 

study encompasses a comprehensive exploration of key aspects, 

including data collection and preprocessing, feature engineering, 

machine learning model selection and training, and the 

application of robust evaluation metrics. The paper underscores 

the pivotal role of feature engineering in enhancing model 

performance by extracting relevant information from raw data 

and constructing meaningful features. It highlights the versatility 

of supervised machine learning techniques such as Support 

Vector Machines, Naïve Bayes, Decision Trees, and others in the 

context of cyberbullying detection, emphasizing their ability to 

learn patterns and classify instances based on labeled data. 

Furthermore, it elucidates the significance of evaluation metrics 

like accuracy, precision, recall, F1-score, and AUC-ROC in 

quantitatively assessing model effectiveness, providing a 

comprehensive understanding of the model's performance across 

different classification tasks. By providing valuable insights and 

methodologies, this research contributes to the ongoing efforts to 

combat cyberbullying, ultimately promoting safer online 

environments and safeguarding individuals from the pernicious 

effects of online harassment. 
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I. INTRODUCTION 

Cyberbullying has emerged as a significant concern in the 
digital age, posing threats to the mental and emotional well-
being of individuals, particularly adolescents and young adults. 
With the proliferation of social media platforms and online 
communication channels, the avenues for perpetrating 
cyberbullying have expanded, making it imperative to develop 
effective detection and mitigation strategies. This paper 
presents a comprehensive review of machine learning models 
employed in addressing the cyberbullying detection problem. 

Recent studies have emphasized the escalating prevalence 
of cyberbullying incidents [1], highlighting its diverse 
manifestations across online platforms [2]. The multifaceted 
nature of cyberbullying, ranging from textual abuse to image-
based harassment, necessitates innovative and adaptive 
detection mechanisms. Machine learning, with its capacity for 
processing vast amounts of data and identifying intricate 

patterns, has gained prominence in addressing this pressing 
issue. 

In this review, we delve into the extensive body of 
literature on machine learning-based cyberbullying detection. 
We examine the evolution of techniques and methodologies, 
from early rule-based approaches [3] to the more sophisticated 
deep learning algorithms [4]. By harnessing natural language 
processing (NLP) techniques, these models enable the analysis 
of textual content to identify hate speech, offensive language, 
and threatening messages [5]. Additionally, image analysis and 
sentiment analysis have been integrated into the detection 
process to capture the nuances of cyberbullying [6]. 

One of the pivotal challenges in cyberbullying detection is 
the class imbalance problem, wherein instances of 
cyberbullying are often significantly outnumbered by benign 
content [7]. Addressing this issue requires the development of 
balanced datasets and the implementation of advanced 
sampling techniques, which we explore in this review. 

This comprehensive examination aims to provide 
researchers, practitioners, and policymakers with a holistic 
understanding of the evolving landscape of machine learning 
models in cyberbullying detection. By synthesizing insights 
from diverse studies and methodologies, we seek to contribute 
to the ongoing efforts to mitigate the harmful effects of 
cyberbullying and create safer digital environments for all. In 
the subsequent sections, we delve into the various machine 
learning approaches and their effectiveness in addressing this 
pressing societal concern. 

II. CLASSIFICATION OF CYBERBULLYING TYPES 

Cyberbullying encompasses a diverse range of behaviors 
that manifest in digital spaces, each posing distinct challenges 
for detection and intervention. In this section, we categorize 
cyberbullying into eight primary types, drawing insights from 
seminal research in the field. Understanding these categories is 
essential for developing effective machine learning models that 
can identify and mitigate cyberbullying incidents with 
precision. Fig. 1 demonstrates types of cyberbullying. 

Harassment: Harassment involves repeated and unwanted 
online interactions that intend to harm, annoy, or intimidate the 
victim. This may include sending threatening messages, 
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spreading rumors, or engaging in persistent stalking behaviors 
[8]. 

Denigration: Denigration refers to acts of tarnishing a 
person's reputation by posting derogatory or defamatory 

content online. This often involves sharing embarrassing or 
false information about the victim, causing emotional distress 
[9-10].

 
Fig. 1. Types of Cyberbullying. 

Flaming: Flaming entails the use of highly inflammatory 
and provocative language in online discussions or forums. It 
aims to provoke emotional reactions and incite conflicts among 
participants, fostering a hostile online environment [11-12]. 

Outing: Outing involves the unauthorized disclosure of 
someone's private or sensitive information, such as personal 
photos or confidential messages, with the intent to harm or 
embarrass the victim. This type of cyberbullying can lead to 
severe emotional and psychological distress [13]. 

Trickery: Cyberbullying through trickery relies on 
deception and manipulation to victimize individuals [14-15].  

Exclusion: Exclusion is a form of indirect cyberbullying, 
where individuals are deliberately left out or ignored in online 
groups or social circles. It can lead to feelings of isolation and 
social exclusion, causing emotional harm [16]. 

Impersonation: Impersonation involves creating fake online 
profiles or accounts to impersonate the victim, leading to false 
communications or actions attributed to them [17]. This type of 

cyberbullying can harm the victim's reputation and 
relationships [18]. 

Cyberstalking: Cyberstalking is characterized by persistent, 
unwanted online attention, which may include tracking the 
victim's activities, sending unsolicited messages, and engaging 
in obsessive online monitoring [19]. 

Understanding these distinct categories of cyberbullying is 
crucial for the development of machine learning models that 
can accurately identify and classify such behaviors. By 
categorizing cyberbullying types, researchers and practitioners 
can better tailor their detection algorithms to target specific 
threats, thereby enhancing the effectiveness of cyberbullying 
prevention and intervention efforts. 

III. MACHINE LEARNING IN CYBERBULLYING DETECTION 

PROBLEM 

A. Data Collection 

This section explores each of these critical steps in detail, 
shedding light on the intricacies of data collection, feature 
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extraction, model development, and evaluation, all of which 
contribute to the ongoing battle against cyberbullying in the 
digital realm. Fig. 2 demonstrates data collection and 
cyberbullying detection process using machine learning. 

 
Fig. 2. Data collection and applying machine learning for cyberbullying 

detection. 

1) Data collection: To develop an effective cyberbullying 

detection model, the first step involves collecting data from 

various online sources, such as social media platforms, 

forums, and messaging apps [20]. This data often includes text 

and multimedia content, user interactions, and metadata 

associated with online posts. The process of data collection 

also entails web scraping, API integration, or acquiring 

datasets through partnerships with social media platforms. 

2) Parsing the data and structuring: Raw data collected 

from online sources is typically unstructured. It needs to be 

parsed and organized into a structured format for analysis 

[21]. This step involves text preprocessing, where text is 

cleaned, tokenized, and organized into a structured dataset, 

ensuring consistency and uniformity. 

3) Feature extraction: Feature extraction is a crucial step 

in preparing the data for machine learning [22-25]. It involves 

converting the structured data into numerical features that the 

model can process. 

4) Dataset creation: The structured and feature-

engineered data is divided into training, validation, and testing 

datasets [26-28]. This separation ensures that the model is 

trained on one set of data, validated for hyperparameter 

tuning, and tested on unseen data to evaluate its generalization 

performance. 

5) Binary/Multiclass classification: Cyberbullying 

detection can be framed as both binary (e.g., identifying 

whether a post is cyberbullying or not) and multiclass (e.g., 

classifying different types of cyberbullying) [29-30]. The 

choice depends on the research or application's specific 

objectives. 

6) Reject/Accept decisions: After model training, it is 

essential to set a threshold or decision boundary for 

classifying new, unseen data. Depending on the desired trade-

off between precision and recall, the model can be configured 

to make accept or reject decisions regarding potentially 

harmful content. 

7) Collecting data from social media space: Continuous 

data collection is crucial in the dynamic online environment. 

Regular updates to the dataset ensure that the model remains 

effective in identifying emerging cyberbullying trends and 

adapting to evolving language and behavior patterns. 

8) Model fitting and iteration: Based on the testing results, 

the model may require further fine-tuning and optimization. 

Model parameters, hyperparameters, and features can be 

adjusted iteratively to enhance performance and adapt to 

evolving cyberbullying dynamics. 

In summary, developing a cyberbullying detection model 
involves a series of steps, from data collection and 
preprocessing to model training and evaluation. Continuous 
monitoring and updates to the model and data collection 
methods are essential to ensure its effectiveness in addressing 
the evolving challenges of cyberbullying in the social media 
space. 

B. Feature Engineering 

In the realm of machine learning-based cyberbullying 
detection, the foundational building blocks lie in the creation 
and utilization of feature vectors. Features, quantifiable 
attributes of observed tasks [31], serve as the bedrock upon 
which machine learning algorithms rely to differentiate 
between various classes [32]. The efficacy of most machine 
learning models hinges significantly on the process of feature 
engineering [33–34], a pivotal phase where the success or 
failure of a predictive model is greatly influenced [35-38]. 

In many applications, the initial stride towards constructing 
a potent classifier involves the proposition of a collection of 
discriminative features. These features, which may encompass 
textual and contextual information, are instrumental in 
enabling machine learning classifiers to distinguish between 
instances of cyberbullying and neutral content [32–34]. Recent 
studies have illuminated the relationship between various 
features, such as gender, age, user character, and the 
prevalence of cyberbullying [32–34]. Such insights are 
instrumental in crafting feature vectors that enhance a 
classifier's discriminatory power [35–36]. 

To bolster the accuracy of cyberbullying prediction models, 
novel features have been introduced through cutting-edge 
research. For instance, lexical syntactic features have been 
proposed for predicting offensive language, proving to be more 
accurate than traditional learning-based techniques [38]. Some 
studies have utilized demographic features, like gender, to 
augment a classifier's discriminatory abilities [38]. Profane 
phrases have also been employed as features to signify 
cyberbullying instances, substantially improving the model's 
performance [35, 39–41]. The quantity and density of "bad" 
words, as well as the expansion of a list of pre-defined obscene 
terms with varying weights, have been considered as valuable 
features [32–34]. 
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The choice of constructing the feature vector can greatly 
impact a classifier's performance. Context-based methods often 
outperform list-based methods [37], although the inherent 
diversity and complexity of cyberbullying may necessitate a 
nuanced approach. Sentiment analysis has been explored as a 
means to discriminate between cyberbullying and non-
cyberbullying messages [33, 39, 41], as sentiment traits are 
hypothesized to be indicative of cyberbullying occurrences. 
Additionally, researchers have proposed models that leverage 
various features, including content-based, profile-based, and 
network-based characteristics, to improve authorship 
identification and troll profile detection [38, 39]. 

In summary, the creation and selection of features 
constitute a critical phase in the development of machine 
learning models for cyberbullying detection. A well-designed 
feature space that encompasses a diverse range of relevant 
aspects associated with cyberbullying behavior is essential for 
the successful learning process. Nevertheless, the process 
should also include feature selection techniques to evaluate the 
relevance of the chosen features, ensuring that they contribute 
effectively to the classification task. The richness and 
relevance of the features ultimately determine the model's 
ability to distinguish between cyberbullying and non-
cyberbullying content, making feature engineering a 
cornerstone of effective cyberbullying detection systems. 

C. Machine Learning in Cyberbullying Detection 

In the realm of machine learning (ML) for cyberbullying 
detection, supervised ML stands out as the most prominent and 
widely employed technique [31-36]. The success of an ML 
model hinges on its ability to accurately transform past 
observations or task-specific information into actionable 
insights. Therefore, selecting the appropriate ML algorithm is 
paramount, and there is no one-size-fits-all solution for all 
problems [37–41]. As a result, researchers typically explore 
and evaluate various supervised classifiers to determine the 
best fit for their specific task. The choice of classifiers often 
depends on the most commonly used predictors in the field and 
the available data attributes for experimentation. The most 
frequently employed machine learning techniques for 
constructing cyberbullying prediction models include Support 
Vector Machines (SVM), Naïve Bayes (NB), Random Forest 
(RF), Decision Tree (DT), k-Nearest Neighbors (KNN), 
Logistic Regression (LR), and Radial Based Method (RB) [37]. 

Cyberbullying, a pervasive issue involving various forms of 
online harassment, such as offensive emails, explicit content, 
or threats, presents a substantial challenge in today's digital 
landscape [30]. To address this problem, supervised machine 
learning has been applied [30–31]. One study [32] contrasts 
machine learning approaches with lexical methods, 
highlighting the lexical approach's limitation in identifying 
verbally expressed emotions. To overcome this limitation, 
various techniques have been proposed, including rule-based 
approaches, supervised machine learning, deep machine 
learning with neural networks, and hierarchical models [32]. 

Content-based approaches have also been explored in 
cyberbullying detection on social networks. For instance, Sarna 
and Bhatia [33] utilized four ML models (SVM, NB, DT, 
KNN) to classify texts as bullying or non-bullying, 

incorporating features like bad words, emotions, links, proper 
nouns, and pronouns. Similarly, another study introduced two 
feature sets tailored for cyberbullying early detection: text 
similarities and time features. They modified machine learning 
models and found that the dual model consistently provided the 
best performance for early detection of cyberbullying [31]. 

In the pursuit of robust cyberbullying detection, researchers 
have examined various feature sets, encompassing content-
based and profile-based features, as well as mobile applications 
for identifying cyberbullying on social media [34, 40]. The 
development of machine learning models has also ventured 
into assessing the tonality of texts, using markers such as pre-
typologized emoticons to differentiate power and expanding 
the range of identifiable emotions [34, 36, 42–44, 37]. 

Furthermore, ML techniques have been instrumental in 
studying different forms and manifestations of online 
aggression, including trolling, verbal hostility, cyberbullying 
through mobile applications, manipulation, inciting discord, 
and mass protest in the digital realm [38-39]. Cybermetric 
analysis, a complex methodology, has been employed to 
segment information flows based on search queries and marker 
dictionaries, aiding in the assessment of real mass protests and 
the identification of factors that trigger them [42]. 

In summary, the application of ML techniques in 
cyberbullying detection encompasses a wide array of 
approaches, classifiers, and feature sets tailored to the task. 
These techniques play a crucial role in identifying and 
mitigating the diverse forms of online aggression, ultimately 
contributing to a safer and more inclusive digital environment. 

D. Evaluation Metrics 

The performance evaluation of cyberbullying detection 
models is pivotal to assess their effectiveness in distinguishing 
between cyberbullying and non-cyberbullying instances. In this 
section, we present a comprehensive overview of the key 
evaluation metrics employed in this research. These metrics 
provide a quantitative assessment of model performance and 
guide the selection of the most suitable models. 
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IV. EXPERIMENTAL SETUP AND RESULTS 

The problem of identifying cyberbullying at an early stage 
on social media platforms may be fundamentally different from 
the task of categorizing various forms of cyberbullying. In the 
situation described here, we pinpoint a group of social media 

exchanges referred to as S . It's reasonable to consider that 
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some of these exchanges may constitute instances of 
cyberbullying. The evolution of these interactions on a specific 
social network can be summarized using the Eq. (1). 

 ||21 ,...,, SsssS 
    (5) 

In this study, the term S  represents the total number of 

sessions, and "i" denotes the current session being examined. 
It's important to highlight that the sequence in which 
submissions occur within a session may change at different 
points in time, influenced by various complex factors. 
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In this study, the tuple represented by "P" stands for the kth 
post within the social network session, with "s" indicating the 
timestamp marking the exact moment when post P was 
distributed. Additionally, a unique set of attributes is utilized to 
unmistakably identify each post. 
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Therefore, the main objective of this undertaking is to 
gather the necessary insights, facilitating the creation of a 

function labeled as "f," which is capable of identifying the 
relationship between a particular text and the existence of hate 
speech. 

Evaluation metrics play a pivotal role in assessing the 
efficacy of algorithms in classifying instances within the 
cyberbullying classification dataset. Confusion matrices, as 
depicted in Fig. 3, serve as essential tools for visualizing the 
outcomes of these classification techniques, providing a clear 
representation of the distribution of classification results across 
different classes. Through the utilization of confusion matrices, 
researchers can discern true positive, true negative, false 
positive, and false negative predictions, facilitating a 
comprehensive understanding of the model's performance in 
distinguishing between cyberbullying and non-cyberbullying 
instances. These evaluations are crucial for refining and 
optimizing cyberbullying detection algorithms to improve their 
accuracy and reliability in addressing the critical issue of 
online harassment and bullying. By employing rigorous 
evaluation measures such as confusion matrices, researchers 
can enhance the effectiveness of cyberbullying detection 
systems, thereby contributing to the development of more 
robust solutions for mitigating online abuse and fostering safer 
online environments. 

   

   

   
Fig. 3. Confusion matrix for cyberbullying detection. 

Fig. 4 presents a comparative analysis between the 
proposed model and a spectrum of machine learning and deep 
learning models employed in this study. Performance 
evaluation in each classification scenario is conducted through 

computation of the Area Under the Receiver Operating 
Characteristic Curve (AUC-ROC), incorporating all extracted 
features. This method facilitates a comprehensive assessment 
of the discriminative capability and effectiveness of the 
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proposed model in comparison to alternative methodologies, 
thereby providing valuable insights into its performance across 
various classification tasks. The utilization of AUC-ROC as an 
evaluation metric ensures a robust examination of the model's 
ability to discriminate between classes and its overall 
effectiveness in classification tasks. These findings contribute 

to the growing body of knowledge on the efficacy of deep 
learning paradigms in enhancing classification performance, 
emphasizing the significance of rigorous evaluation methods in 
assessing the suitability and reliability of models in real-world 
applications. 

 
Fig. 4. Results in cyberbullying detection. 

These results emphasize the effectiveness and strength of 
the BiLSTM-based model in accurately distinguishing and 
categorizing the target classes, further validating the value of 
deep learning approaches within the scope of the research. 

V. DISCUSSION 

The emergence of social networking platforms has 
facilitated unprecedented levels of communication and 
interaction among individuals worldwide. However, alongside 
the benefits of these platforms come challenges, particularly 
concerning the prevalence of cyberbullying—a phenomenon 
characterized by the use of electronic communication to 
intimidate, harass, or harm others. As cyberbullying continues 
to pose significant risks to individuals' mental health and well-
being, there is an urgent need for effective detection and 
mitigation strategies. This research paper explores the 
application of machine learning and deep learning techniques 
in addressing the cyberbullying detection problem, aiming to 
enhance the accuracy and efficiency of detection methods. 

The findings of this study highlight the efficacy of machine 
learning and deep learning approaches in identifying instances 
of cyberbullying within social networking platforms. By 
employing various algorithms such as Support Vector 
Machines (SVMs), Random Forests, Convolutional Neural 
Networks (CNNs), and Bidirectional Long Short-Term 
Memory Networks (BiLSTMs), the researchers demonstrate 
the potential of these techniques in discriminating between 
cyberbullying and non-cyberbullying content. The comparative 
analysis presented in this paper showcases the performance of 
these models across different classification scenarios, with the 

Area Under the Receiver Operating Characteristic Curve 
(AUC-ROC) serving as the evaluation metric. 

One of the key insights derived from this study is the 
significance of evaluation measures, particularly confusion 
matrices, in assessing the effectiveness of cyberbullying 
detection algorithms. As depicted in Fig. 3, confusion matrices 
provide valuable insights into the distribution of classification 
results, enabling researchers to identify true positive, true 
negative, false positive, and false negative predictions. This 
comprehensive understanding of the model's performance is 
essential for refining and optimizing detection algorithms, 
ultimately enhancing their accuracy and reliability in 
addressing the critical issue of online harassment and bullying. 

Furthermore, the results indicate that deep learning models, 
such as BiLSTMs, exhibit superior performance compared to 
traditional machine learning algorithms in cyberbullying 
detection tasks. The ability of BiLSTMs to capture temporal 
dependencies in textual data makes them well-suited for 
analyzing social media interactions, where the context and 
dynamics of communication play a crucial role. By leveraging 
the sequential nature of text data, BiLSTMs demonstrate 
enhanced discriminatory power and effectiveness in 
distinguishing between cyberbullying and non-cyberbullying 
content. 

It is important to acknowledge the limitations and 
challenges associated with cyberbullying detection, despite the 
promising results obtained in this study. The dynamic and 
evolving nature of online interactions presents complexities in 
accurately identifying instances of cyberbullying, particularly 
given the nuanced and context-dependent nature of language. 
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Additionally, the prevalence of adversarial behaviors and 
disguised forms of cyberbullying further complicates detection 
efforts, necessitating ongoing research and development of 
robust detection mechanisms. 

Moreover, the ethical considerations surrounding 
cyberbullying detection algorithms warrant careful attention. 
While the primary goal is to mitigate harm and promote safety 
in online environments, there is a risk of infringing on 
individuals' privacy and freedom of expression. It is imperative 
for researchers and practitioners to strike a balance between 
effective detection and protection of users' rights and liberties. 
Transparent and accountable decision-making processes, along 
with mechanisms for user consent and data protection, are 
essential aspects of ethical cyberbullying detection practices. 

Looking ahead, future research directions in cyberbullying 
detection could focus on incorporating multimodal data sources 
and advanced natural language processing techniques. By 
integrating information from text, images, and videos, 
detection systems can gain a more comprehensive 
understanding of online interactions and detect cyberbullying 
across diverse media formats. Additionally, exploring 
techniques for explainable AI and interpretability in machine 
learning models can enhance the transparency and 
trustworthiness of detection systems, enabling users to 
understand and interpret the decisions made by these 
algorithms. 

In conclusion, this research contributes to the growing body 
of knowledge on cyberbullying detection by leveraging 
machine learning and deep learning techniques. The findings 
underscore the potential of these approaches in effectively 
identifying instances of cyberbullying within social networking 
platforms, while also highlighting the importance of rigorous 
evaluation measures and ethical considerations in the 
development and deployment of detection systems. Moving 
forward, continued research and innovation in this field are 
essential for addressing the complex challenges posed by 
cyberbullying and promoting a safer online environment for all 
users. 

VI. CONCLUSION 

In conclusion, this research paper has navigated the 
multifaceted landscape of cyberbullying detection on social 
media, addressing the persistent challenge of online 
harassment. Through a comprehensive exploration of data 
collection, feature engineering, machine learning model 
selection, and evaluation metrics, we have provided valuable 
insights into the development and assessment of effective 
cyberbullying detection systems. The critical role of feature 
engineering and the selection of discriminative features has 
been emphasized, underscoring their impact on model 
performance. The versatility of supervised machine learning 
techniques, including Support Vector Machines, Naïve Bayes, 
Decision Trees, and others, has been showcased, exemplifying 
their relevance in the realm of cyberbullying detection. 
Furthermore, the significance of robust evaluation metrics such 
as accuracy, precision, recall, F1-score, and AUC-ROC has 
been elucidated, offering a quantitative framework for 
assessing model effectiveness. This research contributes to the 
ongoing efforts to mitigate cyberbullying, providing a 

foundation for the development of more reliable and efficient 
detection mechanisms that foster safer online environments. 
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