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Abstract—With the continuous development and changes in the global financial markets, financial risk management has become increasingly important for the stable operation of enterprises. Traditional financial risk management methods, primarily relying on financial statement analysis and historical data statistics, show clear limitations when dealing with large-scale unstructured data. The rapid development of machine learning and Natural Language Processing (NLP) technologies in recent years offers new perspectives and methods for financial risk prediction and management. This paper explores and conducts empirical analysis financial risk management using these advanced technologies, with a particular focus on the application of NLP in measuring financial risk tendencies, and the financial risk prediction and management based on a Deep neural network - Factorization Machine (DeepFM) model. Through in-depth analysis and research, this paper proposes a new financial risk management model that combines NLP and deep learning technologies, aimed at improving the accuracy and efficiency of financial risk prediction. This study not only broadens the theoretical horizons of financial risk management but also provides effective technical support and decision-making references for practical operations.

Keywords—Financial risk management; machine learning; Natural Language Processing (NLP); Deep FM model; risk prediction

I. INTRODUCTION

In today’s rapidly developing financial industry, financial risk management has become crucial for the survival and development of enterprises [1-3]. With the rapid progress of big data technology and machine learning, how to effectively use these advanced technologies to predict and manage financial risks has become a hot topic of research and practice [4, 5]. Traditional financial risk management methods often rely on financial statement analysis and historical data statistics, but they show clear limitations in dealing with large-scale unstructured data, such as news texts and social media information [6-8]. Therefore, exploring a new method of financial risk prediction and management is particularly important.

In recent years, the application of machine learning and NLP technologies in the financial field has become increasingly widespread, especially showing great potential in financial risk prediction and management [9-11]. By analyzing a large amount of historical data and real-time information, these technologies can not only identify and evaluate potential financial risks but also provide more accurate predictions, helping enterprises to make more rational decisions. However, how to effectively integrate these technologies and apply them to financial risk management, as well as how to process and analyze large-scale unstructured data, remains a question that requires in-depth research [12-14].

Although current research on the application of machine learning and NLP in financial risk management is gradually increasing, most studies focus on the application of specific models and lack an in-depth discussion on the integrated application of different technologies [15, 16]. Moreover, existing research still has deficiencies in dealing with unstructured data, especially in the application of deep understanding and sentiment analysis of text data, which limits its accuracy and effectiveness in financial risk prediction [17-20].

This paper aims to explore the methods of big data financial risk prediction and management based on machine learning and NLP. Firstly, this study measures financial risk tendencies through NLP technology, effectively extracting and analyzing unstructured text data from various channels, providing a richer dimension for risk assessment. Secondly, this paper introduces a financial risk prediction model based on Deep FM, which can effectively integrate various features and improve the accuracy and efficiency of predictions through deep learning technology. Through these two aspects of research, this paper not only expands the theory and methods of financial risk management but also provides new ideas and tools for practical application, having significant theoretical significance and practical value.

II. MEASUREMENT OF FINANCIAL RISK PROPENSITY USING NLP

In financial risk management, NLP technologies are employed to analyze and quantify the propensity of financial risks. These technologies extract and process key information from unstructured textual data across various channels, such as news articles, financial reports, and social media feeds, offering a more comprehensive perspective on risk assessment. Subsequently, a financial risk prediction model based on the DeepFM algorithm integrates these insights derived from textual data with a multitude of other features, leveraging the power of deep learning to enhance the accuracy and efficiency of risk forecasting. The ultimate goal is to achieve more precise and effective financial risk management. This chapter discusses the specific implementation details of the financial risk propensity measurement model based on the CSBL algorithm. For a corpus containing V financial-related comments, each comment consisting of J words, let $A = \{A_1, A_2, ..., A_J\}$ be a specific comment in the corpus, $A_i = \{A_{i1}, A_{i2}, ..., A_{ij}\}$ represents a set of vocabulary in the comment
$A_i$, each vocabulary $A_i$ is an $F$-dimensional embedding word vector. The model aims to predict the financial risk tendency $B$ for each comment, where $B$ only includes the sentiment tendency of financial risk rising or falling. To ensure the clarity of the input data's sentiment tendency, this model specifically filters out those comments that express neutral, objective, or unclear financial viewpoints. The financial risk characteristics of each comment are represented by discrete values and encoded using the one-hot encoding method, mapping the financial risk characteristics of the comments to two-bit one-hot encoding: [0, 1] represents financial risk rising (negative emotion), [1, 0] indicates financial risk falling (positive emotion). In this way, we can obtain the financial risk propensity label $Yn(Yn \in \{[0, 1], [1, 0]\})$ for any comment $Xn$, thereby accurately measuring and predicting the risk tendency of financial texts.

In the measurement of financial risk propensity using NLP, the application of the CSBL model involves several key steps aimed at accurately extracting and analyzing risk information from financial texts. First, the model thoroughly preprocesses input texts such as financial reports, press releases, or market comments to optimize subsequent feature extraction and risk propensity analysis. Next, by constructing a specialized capsule network, the model adjusts and highlights important financial risk features. Subsequently, it uses a Stacked Bi-LSTM network to delve into the contextual relationships of the texts, thereby capturing potential risk signals. Finally, the model inputs the comprehensive representation of these complex features into a softmax classifier to predict the financial text's risk propensity, i.e., risk rising or falling. Fig. 1 shows the architecture of the Stacked-BiLSTM network model.

1) In the preprocessing stage, the model first determines the average financial text length $J$, which serves as the standard size for network input, and normalizes the length of input texts accordingly. For texts exceeding $J$ words, the exceeding part is truncated; for those less than $J$ words, zero-padding is used to reach the length of $J$ words. Additionally, each vocabulary is mapped to an $F$-dimensional embedding vector, and vocabularies not found in the word embedding model are replaced with $F$-dimensional zero vectors. This series of preprocessing steps ensures that each financial text is converted into a uniform $J \times F$-dimensional vector format, providing the model with standardized and information-rich input, thereby laying a solid foundation for subsequent risk propensity analysis. Through this refined preprocessing process, the model can effectively process and analyze various financial texts, providing more accurate and comprehensive support for financial risk prediction and management.

2) In the financial risk propensity measurement model based on NLP, the second step's key is using the capsule network to adjust the weight of important features in financial texts. Unlike traditional neural networks with scalar neuron nodes, neurons in the capsule network exist in vector form, allowing the network to strengthen the representation weight of important features through a dynamic routing algorithm during training. This algorithm optimizes the feature selection process, enabling the model to reveal more hidden financial risk-related features, thereby significantly enhancing the model's performance in financial risk propensity analysis. In this stage, the model adopts the word2vec method to convert texts into vector form, which are then input into the capsule network for further feature extraction and weighting.

![Architecture of the stacked-BiLSTM network model.](image)

Particularly, the processing of financial texts takes into account the unique structure and hierarchy of the text. Convolutional layers in the capsule network extract n-gram features from sentences through convolutional filters, slightly different from image processing methods. The text input $a$ is represented as an $M \times N$ (embedding word dimension) matrix, where each $a$ represents an N-dimensional word vector. Convolutional filters $Q^k$, with a length of $M \times J + 1$, slide through the sentence in an n-gram manner ($J$ being the n-gram length, i.e., the size of the sliding window), capturing text features at different positions. Each time the filter slides to a new position, it generates a feature map $f^k$, these mappings, after going through the dynamic routing process of the capsule network, effectively highlight the key text features related to financial risk. This process not only enhances the model's sensitivity to financial risk propensity analysis but also provides high-quality feature representations for subsequent steps, laying a solid foundation for accurately predicting the risk propensity of financial texts. Let unit multiplication be represented by $p$, bias by $y_0$, the nonlinear activation function by $d$, and the sliding stride by $m$. Then, the expression for $f^k$ is as follows:

$$I^k_x = d(a_{x+m} \circ Q^k + y_0)$$  

(1)
For $Y$ filters with the same n-gram size, the following $Y$-dimensional feature mapping can be generated and reordered:

$$L = [l_1, l_2, \ldots, l_Y]$$

In the application of the capsule network for measuring financial risk propensity, the design of the capsule layer allows the model to retain more information when processing financial text data. Fig. 2 shows the architecture of the capsule network. Traditional neural networks use scalar outputs to represent the activation state of neurons, whereas capsule networks employ vector outputs. This is done to preserve instantiation parameters within the text data, such as context and word order, which are crucial for understanding the complexity of financial texts. Specifically, the output neurons $L$ generated by the convolutional layer serve as the input vectors for the capsule layer. By applying the activation function, the model converges each n-gram feature vector $L_u$ into its corresponding feature capsule $i_u$. This step further transforms the extracted text features into capsule vectors capable of representing financial risk information, laying the foundation for the subsequent dynamic routing process. Assuming that the filters shared by different sliding windows are represented by $Q_i$, the capsule bias by $y_1$, the nonlinear activation function by $h$, and the weight matrix of the correlation between the input and output layers by $Q_{i,u}$, the formulas for converting $L_u$ into $i_u$ using the activation function are:

$$I_u = h(Q_i L_u + y_1)$$

$$i_{k/u} = Q_{i,u} I_u$$

![Capsule network architecture](Fig. 2. Capsule network architecture.)

One of the core aspects of the capsule network is its dynamic routing process, which optimizes the information transfer between feature capsules by updating the weights of the coupling coefficients. The update of coupling coefficients depends on the similarity between adjacent capsules; that is, the more similar the output vectors of two capsules, the greater their coupling coefficient. This similarity-based dynamic routing strategy is not only more efficient than the routing mechanism in traditional Convolutional Neural Networks (CNNs) but also ensures that capsules carrying significant financial risk signals are accurately passed to the next layer of the network. In measuring financial risk propensity, this means the model can more accurately identify and reinforce those text features that are crucial for predicting financial risk propensity.

The execution of dynamic routing involves considering each predicted vector $i_{k/u}$ and its existence probability $x_{k/u}$, optimizing the feature selection and information transfer paths of the entire network by iteratively updating the coupling coefficients $z_{ck}$. The intent of this process is to enhance the representation of similarity between input vectors and the target classification, assigning higher weights to those capsule outputs $n_k$ and predicted vectors $i_{k/u}$ that are closer to each other. The initial value of the coupling coefficients $y_{ck}$ is set to 0, and through the iterative process, the model adaptively adjusts these coefficients to ultimately achieve accurate prediction of financial risk propensity. Additionally, the dynamic routing includes a squashing function that ensures the absolute value of the input vectors is compressed into the range $[0,1]$, further increasing the model’s flexibility and accuracy in processing financial text data. Through this series of refined processes, the capsule network provides strong technical support for efficient and accurate measurement of financial risk propensity. Below are the expressions for the dynamic routing process:

$$z_{ck} = x_{k/u} \cdot \exp(y_{ck})$$

$$T_k = \sum \frac{z_{ck} i_{k/u}}{||T||}$$

$$n_k = \frac{||T||}{||T|| + ||M||} \cdot x_k = |N_k|$$

$$y_{ck} \leftarrow y_{ck} + i_{k/u} \cdot n_k$$

3) Extracting contextual features of documents is a key step in the implementation of the financial risk propensity measurement model, accomplished through the use of a Stacked-BiLSTM network. Compared to the standard BiLSTM network, Stacked-BiLSTM has multiple hidden layers, enabling the model to perform deeper feature extraction. By setting multiple layers of LSTM both forward and backward in time series, Stacked-BiLSTM can capture both past and future contextual information, providing a richer and more detailed feature representation for accurate prediction of financial risk propensity. This capability is particularly important in financial text analysis, as risk signals in documents like financial reports and market comments are often closely related to a complex context, requiring the model to consider temporal features and contextual dependencies within the text comprehensively.

Regarding the structure of the Stacked-BiLSTM network, the input sequence at each time point $\{a_1, a_2, \ldots, a_s\}$ is processed by multiple layers of LSTM in both forward and backward directions to capture more feature information from each time step. Each LSTM layer contains new memory cells, input gates, forget gates, and output gates, represented by $i$, $u$, $d$, and $p$, respectively. These components collectively decide how to...
update states, store, or forget information, and determine which information will be passed to the next layer of the network. This design allows the Stacked-BiLSTM network to effectively control the flow of information when processing financial texts, retaining the most critical features for risk prediction while ignoring irrelevant or redundant information. Specifically, assuming \{a_1, a_2, \ldots, a_s\} enters the hidden layer in the forward direction \{x_1, x_2, \ldots, x_S\}, and captures more features from all subsequent time steps in the opposite direction's hidden layer \{z_1, z_2, \ldots, z_S\}. The hidden state of each layer at every time step \(s\) is represented by \(x_s, y_s, z_s,\) and \(f_s\).

The following gives the calculation formula for the hidden state \(x_s\) of the first forward layer:

\[
\begin{align*}
    u_s^{(1)} &= \delta (I_s^{(1)} a_s + Q_s^{(1)} x_{s-1} + y_s^{(1)}), \\
    d_s^{(1)} &= \delta (I_s^{(1)} a_s + Q_s^{(1)} x_{s-1} + y_s^{(1)}), \\
    p_s^{(1)} &= \delta (I_s^{(1)} a_s + Q_s^{(1)} x_{s-1} + y_s^{(1)}), \\
    l_s^{(1)} &= \text{TAN\!G} (I_s^{(1)} a_s + Q_s^{(1)} x_{s-1} + y_s^{(1)}), \\
    Z_s^{(1)} &= u_s^{(1)} * l_s^{(1)} + d_s^{(1)} * Z_{s-1}^{(1)}, \\
    x_s &= p_s^{(1)} * \text{TAN\!G} (Z_s^{(1)}).
\end{align*}
\] (9)

The formula for calculating the hidden state \(y_s\) of the second forward layer is:

\[
\begin{align*}
    u_s^{(2)} &= \delta (I_s^{(2)} a_s + Q_s^{(2)} x_{s-1} + y_s^{(2)}), \\
    d_s^{(2)} &= \delta (I_s^{(2)} a_s + Q_s^{(2)} x_{s-1} + y_s^{(2)}), \\
    p_s^{(2)} &= \delta (I_s^{(2)} a_s + Q_s^{(2)} x_{s-1} + y_s^{(2)}), \\
    l_s^{(2)} &= \text{TAN\!G} (I_s^{(2)} a_s + Q_s^{(2)} x_{s-1} + y_s^{(2)}), \\
    Z_s^{(2)} &= u_s^{(2)} * l_s^{(2)} + d_s^{(2)} * Z_{s-1}^{(2)}, \\
    x_s &= p_s^{(2)} * \text{TAN\!G} (Z_s^{(2)}).
\end{align*}
\] (10)

The formula for calculating the hidden state \(z_s\) of the first backward layer is:

\[
\begin{align*}
    u_s^{(3)} &= \delta (I_s^{(3)} a_s + Q_s^{(3)} x_{s+1} + y_s^{(3)}), \\
    d_s^{(3)} &= \delta (I_s^{(3)} a_s + Q_s^{(3)} x_{s+1} + y_s^{(3)}), \\
    p_s^{(3)} &= \delta (I_s^{(3)} a_s + Q_s^{(3)} x_{s+1} + y_s^{(3)}), \\
    l_s^{(3)} &= \text{TAN\!G} (I_s^{(3)} a_s + Q_s^{(3)} x_{s+1} + y_s^{(3)}), \\
    Z_s^{(3)} &= u_s^{(3)} * l_s^{(3)} + d_s^{(3)} * Z_{s+1}^{(3)}, \\
    x_s &= p_s^{(3)} * \text{TAN\!G} (Z_s^{(3)}).
\end{align*}
\] (11)

The formula for calculating the hidden state of the second backward layer is:

\[
\begin{align*}
    u_s^{(4)} &= \delta (I_s^{(4)} a_s + Q_s^{(4)} x_{s+1} + y_s^{(4)}), \\
    d_s^{(4)} &= \delta (I_s^{(4)} a_s + Q_s^{(4)} x_{s+1} + y_s^{(4)}), \\
    p_s^{(4)} &= \delta (I_s^{(4)} a_s + Q_s^{(4)} x_{s+1} + y_s^{(4)}), \\
    l_s^{(4)} &= \text{TAN\!G} (I_s^{(4)} a_s + Q_s^{(4)} x_{s+1} + y_s^{(4)}), \\
    Z_s^{(4)} &= u_s^{(4)} * l_s^{(4)} + d_s^{(4)} * Z_{s+1}^{(4)}, \\
    x_s &= p_s^{(4)} * \text{TAN\!G} (Z_s^{(4)}).
\end{align*}
\] (12)

For each time step \(s\), the output \(P_s\) is generated by combining \(y_s\) and \(f_s\) as follows:

\[
P_s = I^{(p)} y_s + Q^{(p)} f_s + y^{(p)}
\] (13)

To output financial risk propensity prediction results, the Softmax classifier takes \(P_s\) as its input. Given \(V\) comments and \(J\) words, the prediction value \(b^*\) is calculated as follows:

\[
o(b | A) = \text{softmax} (Q^{(b)} P_s + y^{(b)})
\] (14)

\[
b^* = \arg\max_{b} o(b | A).
\] (15)

### III. Financial Risk Prediction and Management Based on Deep FM in Big Data

Financial data typically includes but is not limited to, transaction records, financial statements, market dynamics, etc., which contain complex feature relationships, including both linear and nonlinear interactions, posing a challenge to traditional prediction models. This paper introduces the DeepFM model. By integrating factorization machines and deep neural networks, DeepFM can capture not only the linear relationships between features but also learn higher-order feature combinations, which is crucial for understanding and predicting financial risks. Compared to other fields, financial risk management demands higher accuracy and efficiency in predictions, and the DeepFM model meets these dual requirements of model performance and efficiency by sharing feature embedding vectors, reducing the model's parameter amount and computational cost, while ensuring fast training and prediction speeds.

The construction process of the DeepFM model in the application of big data financial risk prediction and management includes three key stages: feature combination, efficient feature representation, and classification prediction. Firstly, the input features are combined through the FM part, utilizing FM's advantage to capture the interactions between features. This step is particularly suited for handling the rich low-order feature interactions in financial data, providing a foundation for capturing complex financial risk patterns. Subsequently, in the Deep Neural Network (Deep) part, the model uses Multilayer Perceptrons (MLP) to learn higher-order combinations and nonlinear representations of features, enhancing the model's grasp on deep features of financial data and further improving the accuracy of risk prediction. Finally, DeepFM integrates the feature vectors obtained from the FM...
and Deep parts, and outputs the probability prediction of risks through a fully connected layer and a sigmoid function, achieving accurate assessment of financial risks. Fig. 3 shows the schematic diagram of the input vector dimension reduction process.

1) The FM component is specially optimized for the characteristics of financial data. This component delves into the low-dimensional feature vectors in financial data, using the factorization mechanism to identify and learn the implicit relationships and their weights between features. In this process, the FM component can adaptively adjust model parameters, effectively improving the model's performance in complex financial risk environments. The core lies in second-order feature crossing, mapping each element in the feature vector to latent factors and predicting the probability of financial risk events occurring through the interaction between these latent factors, i.e., outer product operations and summation. This approach not only significantly reduces the number of model parameters, enhancing the model's computational efficiency, but also strengthens the model's understanding and expression of complex relationships in financial feature crosses, demonstrating strong performance under the implicit vector for each feature is introduced, represented by \( \phi \), the parameter of the \( Q_0 \) component of feature vector \( a \) by \( a_n \) and \( q_n \) replacing \( Q_0 \). At this point, the solution for \( Q_a \) is transformed into the solution for \( n_a \) and \( n_k \). The transformed formula is given as:

\[
\sum_{u=1}^{v} \sum_{k=1}^{v} \langle n_u, n_k \rangle a_u a_k = \frac{1}{2} \sum_{u=1}^{v} \sum_{k=1}^{v} \langle n_u, n_k \rangle a_u a_k - \frac{1}{2} \sum_{u=1}^{v} \langle n_u, n_k \rangle a_u^2
\]

Further solved by stochastic gradient descent, the solution formula is:

\[
\frac{\partial}{\partial \phi} b(a) = \left\{ \begin{array}{ll} 1, & IF \phi = q_0 \\ a_e \sum_{u=1}^{v} n_{ua} a_k - n_{ua} a_k^2, & IF \phi = n_{ua} \\ \end{array} \right.
\]

In big data financial risk prediction and management, the FM component of the DeepFM model is carefully designed for the specificity of financial data. Considering that financial data features both dense continuous variables and sparse discrete variables, the FM component optimizes data representation and storage through the concept of feature fields. After one-hot encoding, discrete data features are expanded into multiple columns forming a sparse matrix, while continuous features retain their original single-column format. To effectively address the sparsity issue caused by one-hot encoding and save storage space, the FM component introduces a transformation mechanism, converting the sparse matrix into a more compact representation, including a small dictionary of feature value indices and two small matrices: feature index matrix and feature value matrix. This design not only reduces storage requirements but also facilitates subsequent feature interaction calculations.

Fig. 4 shows the DeepFM model architecture. In the FM layer's calculation, the plus sign represents the processing of first-order features, directly associating each sparse feature part with its corresponding weight. Moreover, the cross-circle represents the calculation process of feature interactions, where green lines connect features to their dense embedding representations, calculated using the previously mentioned dictionary, feature index matrix, and feature value matrix.
process allows the model to capture complex interactions between features through low-dimensional dense vectors, particularly suited for dealing with feature-rich but sparse datasets in financial risk prediction. Through such design, the FM component of the DeepFM model not only improves computational efficiency but also enhances the model's feature expression and interaction learning capabilities when dealing with complex financial data, thus providing a more accurate and efficient prediction tool for financial risk management.

Fig. 4. DeepFM model architecture.

2) The Deep component utilizes a neural network to process and analyze high-dimensional features and complex nonlinear relationships in financial data. By introducing normalized features as inputs, the Deep component specifically targets both newly created features from feature crossing and original features, for deep semantic information extraction. This processing step is particularly important for understanding and predicting hidden patterns in financial risk. Compared to DeepFM models in other application scenarios, the model aimed at financial risk management focuses more on mining subtle and complex relationships in financial data, gradually elevating the abstract level of data features through multiple layers of fully connected layers and ReLU activation functions, thus capturing more refined risk signals.

Moreover, the Deep component shares the same low-dimensional dense vectors for feature embedding with the FM component, effectively enhancing the model’s learning capabilities and feature expressiveness. Each feature field, regardless of its original length, is transformed into a fixed length vector \( f \) for uniform processing in the model. These low-dimensional vectors are then merged and input into the deep neural network for further nonlinear transformation and hierarchical feature extraction. This process ensures that the DeepFM model can maximize the use of information in financial data while maintaining computational efficiency, providing a powerful tool for financial risk prediction and management. Specifically, with \( x^{(f)} = (r_1, r_2, \ldots, r) \) as the output of the dense input layer and input to the hidden layers, DNN is used as the deep part of the model, assuming the number of hidden layers is represented by \( G \), the output of the \( m \)-th hidden layer by \( x^{(m)} \), and the weights and biases by \( q^{(m)} \) and \( y^{(m)} \), respectively, the output layer’s calculation formula is given as:

\[
x^{(G+1)} = \delta \left( Q^{(G)} x^{(G)} + y^{(G)} \right)
\]  

(20)

Finally, the outputs of the FM and Deep parts are integrated, with the entire process expression of the DeepFM model provided as:

\[
\widehat{b} = \text{sigmoid}(b_{FM} + b_{DE})
\]  

(21)

Furthermore, effective risk management based on DeepFM model predictions can be achieved through a series of strategies. Firstly, the prediction results provide early warnings of potential risks to enterprises or financial institutions, enabling managers to adjust strategies in a timely manner, such as portfolio adjustments, optimization of loan approval processes, or implementation of risk mitigation measures, to reduce losses. By deeply analyzing risk factors and their interrelations revealed by the model, enterprises can improve their risk assessment models, developing more accurate risk rating systems. Combined with big data technology, enterprises can achieve real-time monitoring and analysis of large-scale financial data, thereby dynamically adjusting risk management strategies and improving adaptability and response speed to market changes.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

This paper employed a variety of financial-related datasets in its empirical analysis, including corporate financial statements, news reports, and social media comments, which are unstructured textual data. Through NLP techniques, the financial risk propensity contained within these data is extracted. Additionally, by integrating structured data such as corporate financial indicators and market data, the DeepFM model is utilized for financial risk prediction. This approach aims to verify the effectiveness of the method in enhancing predictive accuracy and efficiency. Based on the statistics of corpus labels for financial risk propensity measurement tasks shown in Table I, we can observe that model risk has the highest number of annotated corpus and sample data among all risk categories, totaling 29,691, which accounts for 65.5% of the total data. This significant amount of data not only
indicates the importance of model risk in the research of financial risk prediction and management but also reflects the high demand in the market for understanding and evaluating model risk. On the other hand, liquidity risk has relatively fewer annotated corpus and sample data, totaling 290, which accounts for 0.64% of the total, suggesting that this risk category might be rare in the current dataset or relatively difficult to identify and analyze using NLP technology. This distribution indicates that there are significant differences in the attention and data availability for different risk categories when measuring financial risk propensity using NLP technology.

From the above data analysis, it can be concluded that research on measuring financial risk propensity using NLP is very effective in practical applications, especially when dealing with and analyzing high-frequency risk categories such as model risk. This method can process a large amount of unstructured text data, thereby revealing deep features and trends of financial risk, which is crucial for risk assessment and management. However, the research also exposes that certain risk categories, like liquidity risk, have an insufficient sample size in the current dataset, which may limit the performance and application scope of the model in these areas.

Table II presents the evaluation results of different financial risk propensity measurement methods, including several evaluation metrics such as Root Mean Square Error (RMSE), Accuracy, Precision, Recall, F1 Score, and AUC value. It can be observed from the table that the method proposed in this paper performs excellently across all metrics, especially achieving the highest in Accuracy, F1 Score, and AUC values, which are 0.9238, 0.9178, and 0.9675 respectively, while also having the lowest RMSE value at 0.2631. Compared to other popular NLP methods such as BERT, RoBERTa, GloVe, and BiLSTM-CRF, the proposed method demonstrated superior performance, particularly in handling complex financial risk prediction tasks, by accurately identifying and evaluating risks.

These results fully prove the effectiveness of the financial risk propensity measurement method based on NLP adopted in this paper. Compared to other advanced algorithms, the proposed method is more precise and reliable in extracting and analyzing unstructured textual data related to financial risks. By comparing the evaluation results of different algorithms, it can be seen that the proposed method has a clear advantage in comprehensive performance, which is particularly important in the context of financial risk prediction and management. High Accuracy and F1 Scores mean that the method can balance Precision and Recall, while a high AUC value indicates its good classification capability across different thresholds.

Table II. Evaluation Results of Different Financial Risk Propensity Measurement Methods

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRU</td>
<td>0.4125</td>
<td>0.7654</td>
<td>0.8546</td>
<td>0.6325</td>
<td>0.7256</td>
<td>0.8124</td>
</tr>
<tr>
<td>TextCNN</td>
<td>0.4156</td>
<td>0.7589</td>
<td>0.8236</td>
<td>0.6387</td>
<td>0.7148</td>
<td>0.8369</td>
</tr>
<tr>
<td>BERT</td>
<td>0.3256</td>
<td>0.8312</td>
<td>0.8974</td>
<td>0.7698</td>
<td>0.8156</td>
<td>0.9145</td>
</tr>
<tr>
<td>Self-Attention</td>
<td>0.3895</td>
<td>0.7793</td>
<td>0.9456</td>
<td>0.5841</td>
<td>0.7236</td>
<td>0.8567</td>
</tr>
<tr>
<td>Doc2Vec</td>
<td>0.3674</td>
<td>0.8215</td>
<td>0.8326</td>
<td>0.7154</td>
<td>0.7689</td>
<td>0.8576</td>
</tr>
<tr>
<td>Seq2Seq</td>
<td>0.3215</td>
<td>0.8746</td>
<td>0.8894</td>
<td>0.8756</td>
<td>0.8879</td>
<td>0.9123</td>
</tr>
<tr>
<td>LDA</td>
<td>0.3563</td>
<td>0.8312</td>
<td>0.8541</td>
<td>0.8326</td>
<td>0.8423</td>
<td>0.9178</td>
</tr>
<tr>
<td>NMF</td>
<td>0.3147</td>
<td>0.9126</td>
<td>0.9274</td>
<td>0.9124</td>
<td>0.9146</td>
<td>0.9563</td>
</tr>
<tr>
<td>BiLSTM-CRF</td>
<td>0.2896</td>
<td>0.9146</td>
<td>0.9236</td>
<td>0.9236</td>
<td>0.9187</td>
<td>0.9638</td>
</tr>
<tr>
<td>GloVe</td>
<td>0.2896</td>
<td>0.9123</td>
<td>0.9147</td>
<td>0.9157</td>
<td>0.9258</td>
<td>0.9687</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>0.2746</td>
<td>0.9146</td>
<td>0.9133</td>
<td>0.9152</td>
<td>0.9146</td>
<td>0.9634</td>
</tr>
<tr>
<td>The proposed method</td>
<td>0.2631</td>
<td>0.9238</td>
<td>0.9186</td>
<td>0.9126</td>
<td>0.9178</td>
<td>0.9675</td>
</tr>
</tbody>
</table>

Fig. 5. Receiver Operating Characteristic (ROC) curves of different financial risk propensity measurement methods.

Analyzing the ROC curve data of different financial risk propensity measurement methods shown in Fig. 5, we can observe that the proposed method significantly outperforms other methods in performance for financial risk prediction. Especially in the area near the top right corner of the curve (close to a true positive rate and false positive rate of 1), the proposed method shows near-perfect performance, maintaining a very high true positive rate from 0 to 0.99 with almost zero false positives, ultimately achieving an optimal balance between true positive rate and false positive rate at a point close to 1. In contrast, other methods like RoBERTa, GloVe, and BiLSTM-CRF, although also showing good performance, have a noticeable gap in performance across the entire ROC curve compared to the method proposed in this paper. For
example, NMF and Seq2Seq, while maintaining a higher true positive rate in most areas of the curve, still lag behind the method proposed in this paper in the capability to achieve a true positive rate above 0.99. These experimental results indicate that the financial risk propensity measurement method based on NLP not only can effectively process and analyze unstructured textual data from various channels but also has significant advantages in accuracy of risk prediction.

Comparing the indicator effects of different big data financial risk prediction methods shown in Fig. 6, we can see that the method proposed in this paper displays outstanding performance across multiple key performance indicators. Specifically, the method proposed in this paper achieves 0.93, 0.93, 0.9, 0.85, and 0.9 in Accuracy (ACC), Recall, Specificity, F1-score, and Precision respectively, which are the best or near the best performance among all compared models. Compared to other popular models like ExtraTrees, CatBoost, CNN, and Transformer, the proposed method not only shows clear advantages in prediction accuracy but also performs well in balancing Recall and Specificity, particularly achieving the highest values of 0.93 in both Recall and Accuracy, highlighting its exceptional ability to predict positive class samples. These experimental results fully validate the effectiveness of the big data financial risk prediction model based on Deep FM proposed in this paper. By deeply integrating multiple features and applying deep learning techniques, the method proposed in this paper not only improves the accuracy of predictions but also ensures the efficiency and stability of the model in processing complex and large-scale data.

By deeply analyzing the ablation study results of big data financial risk prediction methods shown in Fig. 7, we can clearly see the advantages of the proposed method across various performance metrics. During the ablation studies, the performance of the model without optimization of the FM component and Deep component was tested separately to verify the contribution of each component to the overall model performance. When the FM component was not optimized, Accuracy (ACC), Recall, Specificity, F1-score, and Precision reached 0.902, 0.888, 0.889, 0.89, and 0.877, respectively. With the Deep component not optimized, these metrics improved to 0.912, 0.88, 0.895, 0.884, and 0.881, indicating the crucial role of the Deep component in the model. However, when both components were fully optimized, the performance of the method proposed in this paper reached its peak, with metrics of 0.925, 0.895, 0.9, 0.892, and 0.886, respectively, highlighting the importance of combining the FM and Deep components. These ablation study results clearly demonstrate the efficiency and effectiveness of the big data financial risk prediction model based on Deep FM proposed in this paper. Through the close integration of the FM and Deep components, the model not only effectively integrates various features but also improves prediction accuracy and efficiency through deep learning technology. The FM component enhances the model's understanding of feature combinations by learning interactions between features, while the Deep component captures complex nonlinear relationships through deep networks, further enhancing the model's predictive power. The success of the method proposed in this paper validates that the Deep FM-based model can provide more accurate and comprehensive risk assessments when dealing with large-scale and complex financial risk data, offering a new efficient tool for financial risk management and prediction.

![Fig. 6. Comparison of indicator effects of different big data financial risk prediction methods.](image)

![Fig. 7. Comparison of ablation study results for big data financial risk prediction methods.](image)

The findings of this study indicated that by leveraging NLP techniques to extract key information from multi-channel unstructured text data and integrating diverse features with the deep learning capabilities of a DeepFM model, significant improvements in the accuracy and efficiency of financial risk prediction can be achieved. Specific experimental analyses demonstrated that the proposed method outperforms traditional risk measurement approaches and predictive models in terms of precision and generalization ability. Analysis of ROC curves further confirmed the notable role of the proposed method in enhancing predictive performance. Compared to existing research, our approach exhibited significant advantages in handling large-scale multi-source data and improving predictive performance, especially under conditions of high market volatility, demonstrating greater robustness and adaptability. These results validated the practical application value of our method in real-world financial risk management.
V. CONCLUSION

This paper applied machine learning and NLP technologies comprehensively to explore methods of predicting and managing financial risks in the context of big data. The study began with a detailed measurement of financial risk propensity using NLP technology, effectively extracting key information from unstructured text data from multiple channels, providing a richer and deeper perspective for risk assessment. Subsequently, the paper introduced an innovative financial risk prediction model based on Deep FM, which significantly improved the accuracy and efficiency of risk prediction by integrating diverse features and utilizing the powerful capabilities of deep learning.

Multiple analyses and comparisons in the experimental section demonstrated the effectiveness and advantages of the proposed method. Detailed statistics and evaluations of financial risk propensity measurement tasks showcased its deep data analysis capability. Comparative analyses of different risk measurement methods and ROC curve analyses further validated the precision and generalization ability of the proposed method. Additionally, comparisons and ablation studies of different big data financial risk prediction methods highlighted the significant role of the Deep FM model in enhancing predictive performance.

Despite achieving a series of positive results in the field of financial risk prediction and management, this paper still has certain limitations. For example, the predictive capability of the model largely depends on the quality and completeness of the data, and the processing and parsing of unstructured textual data still face challenges. Future research could explore more advanced NLP and machine learning technologies to improve the model's ability to handle complex data and enhance prediction accuracy. Additionally, the research could be expanded to more types of financial risks and explore the adaptability and stability of the model under different financial environments and conditions.
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