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Abstract—Internet of Things (IoT) strongly involves 

intelligent objects sharing information to achieve tasks in the 

environment with an excellence of living standards. In resource-

constrained it is extremely difficult chore to impart security 

against intrusion. It is unprotected from Distributed Denial of 

Service (DDoS), Gray hole, sinkhole, wormhole attacks, spoofing, 

and Sybil attacks. Recent years, deep neural network (DNN) 

methodologies are widely used to detect malicious attacks. We 

develop a Hybrid deep learning based GAN Network to detect 

malicious attacks in IoT networks. Due to composite and time-

varying vigorous environment of IOT networks, the model 

trainig samples are insufficient since intrusion samples combined 

with normal samples will lead to high false detection rate. We 

created a dynamic distributed IDS to detect malicious behaviors 

without centralized controllers. Preprocessing sets threshold 

values to identify malicious behaviors. Experimental results show 

HDGAN outperforms existing algorithms with higher accuracy 

98%, precision 98% and 95% lower False Positive Rate (FPR).  

Keywords—Distributed Denial of Service (DDoS); Internet of 

Things (IoT); Deep Neural Network (DNN); intrusion detection; 

Generative Adversarial Network (GAN) 

I. INTRODUCTION 

The Internet of Things (IoT) is a system of interconnected 
computing objects which are in high demand and the 
capability to convey data above a network without the 
presence of humans. IoT provides system connectivity and 
computing capability with devices and sensors to consume 
data with nominal individual involvement. The IoT makes its 
impact in various applications in day to day life such as 
healthcare, military, environment [22] etc. IoT is controlled in 
all perspectives such as in processing speed, storage, power 
and size. In an IoT environment the internet based smart 
system senses and collects the data through the gateway and 
then it is sent for investigation.  As the demand for IoT service 
increases there have always been challenges in the security 
issues. 

The security measures are overcome by providing 
authentication, access controls and confidentiality but still face 
security problems through attacks and intruders. Distributed 
Denial Service of Service (DDoS) attacks provide a serious 
pitfall to the IoT environment which has its types Internet 
Control Protocol (ICMP), SYN flood, UPD flood and DNS 
attack. Other types of attacks are the Sybil attack, WormHole 
attack and the sinkhole attacks. Fig. 1 shows the intrusion 
detection process using the Deep Learning Techniques. Data 

generated within the IoT environment undergoes collection 
and scrutiny by Deep Learning algorithms [23] [24] to detect 
potential attacks. Alert will be given when there is an attack 
and the malicious node or the hacker will be blocked. In this 
paper Hybrid Modified principle Component analysis and 
Firefly-based optimization approach is specified to find out 
the invasion attacks. The Generative prototype for 
Intervention Detection System will detect whether the 
collected is real or fake. The HDGAN (Hybrid Deep 
Learning-based Generative Adversarial Network) was 
developed specifically to detect malicious activities within IoT 
networks, emphasizing IoT security. 

 
Fig. 1. The deep learning-based attack detection in IoT. 

II. RELATED WORK 

Intrusions must be detected before a specified time 
elapses, which can be challenging within typical time 
constraints. GAN leverages the LSTM-DNN algorithm for 
effective intrusion prediction before the designated time 
threshold [1]. Deep learning models with training and 
evaluation of models done by Feed-forward neural network, 
auto encoder, deep belief mesh work and extended small label 
term memory network by selecting and classifying two 
datasets (KDD 99, NSL-KDD). Machine learning algorithms 
help to learn the patterns of intrusion in datasets. The 
supervised deep feed-forward neural networks (ANN) check 
the standards such as precision, F1score, false negatives, 
training and inference together it shows better performance 
[2]. Network intrusion detection is crucial for addressing 
network imbalances. TMG-GAN is employed to prevent 
various types of attacks, followed by addressing classification 
loss, and ultimately focusing on improving sample quality. 
Through these techniques, effective intrusion prediction is 
achieved [3]. To mitigate the DDoS attacks  an innovative 
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procedure called Learning-Driven Detection Mitigation 
(LEDEM) is proposed which make use of semi supervised 
training  to find and prevent DDoS. Two different strategies  is 
followed in LEDEM  fixed IoT and Mobile IoT and  the 
phases are Data Capture, DDoS Detection and DDoS 
Mitigation . The attack detection got improved and throughput 
got increased based on LEDEM [4]. To enhance system 
performance and address data imbalance, integrate Artificial 
Intelligence (AI) with Network Intrusion Detection Systems 
(NIDS) using datasets such as NSL-KDD and UNSW-NB15 
for prediction. Additionally, prioritize the utilization of real-
world datasets to further improve model effectiveness. This 
demonstrates that the proposed model effectively addresses 
the issue of load imbalance [5]. Extreme Learning Machines 
proves efficient learning machines for pattern classification. 
ELMs based on Semi-Supervised ELM (SS-ELM) and Un 
Supervised ELM (US-ELM)   are proposed that demonstrate 
better computing capability, proceed to multiclass 
classification and can grasp unknown information during 
evaluation time span. Based on the results the Unsupervised 
ELM shows better performance [6]. 

Anomaly detection is a significant challenge in data 
security, and Time Series Data Augmentation (TSDA) plays a 
crucial role in addressing this issue. DCT-GAN (Dilated 
Convolutional Transformer) integrates coarse and fine-grained 
time series data to enhance generalization using a weight-
based technique [7]. Deep anomaly detection is critical for 
accurate data labeling and handling low-rate anomalies. To 
address this, FlowGAN-NIDS combines discriminator and 
generator components, diverging from traditional encoder-
decoder methods. This approach enhances anomaly detection 
performance, particularly in scenarios with low anomaly 
occurrence rates, validated through various experiments to 
confirm prediction accuracy [8]. The violation prediction 
framework, integrated with Routing Protocol, specifically 
targets the identification of wormhole attacks. These attacks 
pose significant threats to routing nodes and are identified 
through the utilization of Contiki OS and Cooja Simulator, 
achieving a detection success rate of up to 90%.[9] Machine 
learning and cybersecurity are crucial components of GAN 
networks. Previously, significant effort was needed to train 
datasets for effective intrusion detection [10]. The Bayesian 
GAN-based technique can detect cyber attacks while 
addressing data imbalance and ensuring security during data 
transfer. It accurately predicts intrusions even in the presence 
of noise [11]. Utilizing the NSL-KDD dataset with twenty-
three categories, it enhances recognition results for binary 
classification, particularly improving accuracy in handling 
unbalanced network traffic. Ultimately, it focuses only on five 
specific categories for conducting our experiments [12]. 

A novel approach, the Modified Density Peak Clustering 
Algorithm (MDPCA), along with Deep Belief Networks 
(DBNs), is suggested for fuzzy aggregation. It is particularly 
useful when dealing with a complex training set that requires 
segmentation. The training set is divided into subsets and the 
training is done by Sub-DBNs classifiers. The fuzzy 
membership weight is calculated and they are aggregated to 
provide the output.  It achieves better accuracy and good 
detection rate [13]. In the world of IoT, security is a top 

priority, especially given the susceptibility to DoS attacks due 
to memory usage. To combat these issues, a hybrid DoS 
Intrusion Detection System (IDS) has been devised to detect 
both known and unknown attacks. This system has been tested 
across different datasets, consistently outperforming existing 
methods in terms of detection rates [14]. A Feed-Forward 
Neural Networks model is devised for identifying DDoS 
attacks and information theft incidents occurring within the 
IoT environment [15]. The MQTT protocol is widely utilized 
in IoT due to its simplicity and lightweight nature. However, 
IoT devices are susceptible to intrusion by hackers. To 
enhance security in data transmission using protocols, GAN-
AE (Generative Adversarial Network - Autoencoder) is 
effectively employed [16]. The NIDS aims to enhance 
accuracy in intrusion detection by leveraging parallel 
computing, resulting in improved networking traffic analysis 
and effectiveness [17]. The GAN utilizes network packet 
capture techniques like Wireshark to collect data sets for 
identifying different types of attacks, resulting in improved 
performance compared to existing methods [18]. The main 
aim is to identify the attacks at the earlier stage and so a 
machine is built in the IoT environment, The steps are creating 
an IoT environment using a test bed, Generating attacks by 
building an adversarial systems a, capturing the network data 
flow to identify normal and abnormal event behaviors and 
finally knowledge engineering instructions are used to 
discover the offense in the network [19]. In the realm of IoT, 
the Sybil attack infiltrates the network by posing as a genuine 
node. Through this tactic, the Sybil node disseminates 
numerous identities of devices, masquerading as authorized 
entities by mimicking environmental observations. The 
analysis of the Sybil attack and its worst-case scenarios are 
performed based on the compromise, deployment and 
launching phase to overcome from this attack in future [20]. 

III. SECURITY ATTACKS IN IOT NETWORKS 

A. Black Hole Attack 

A black hole attack discards a packet in a router by 
compromising itself as an authorized user. It is considered one 
of the Denial of Service attacks and it is difficult to detect and 
prevent the packet loss once occurred. 

B. Sinkhole Attack 

The Sinkhole attack executes its network infiltration by 
presenting itself as the shortest route to the intended 
destination. The nodes get compromised by the path and they 
move towards the sink holes allowing the sink holes to access 
their information. The hacker can then modify the data. 
Sinkholes can be started either within the network or outside 
the network. 

C. Sybil Attack 

In the Sybil attack the hacker destabilizes the trust system 
of a network service by flooding the network with a large 
number of anonymous state identities providing excessively 
high traffic demand. 

D. Wormhole Attack 

The wormhole attack, alternatively known as a network 
layer attack, involves strategically positioning hackers within 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 6, 2024 

350 | P a g e  

www.ijacsa.thesai.org 

the network.The malicious nodes are dominant to normal 
nodes and act as a node providing better communication in the 
network. The data packets, believing the wormhole attack as a 
normal node, proceeds and discard or modify the data packet. 

E. DDos Attack 

A DDoS attack is the one in which the executor 
approaches the network or server making it not available to 
authorized users by interrupting the services from the internet. 
The server flooded with more unwanted requests in a 
challenge to disrupt other authorized services. Various types 
of DDoS attacks are delineated within the IoT context, 
encompassing ICMP flood, SYN flood, and UDP flood, 
targeting network data. 

IV. DEEP LEARNING TECHNIQUES 

Deep Learning is inspired by artificial neural networks and 
confined to machine learning with ANN algorithms. DL 
methods deal with large amounts of datasets. DL can manually 
extract the data in complex vector space. DL methods provide 
a deep connection in IoT environment. 

The Deep Learning technique provides a sophisticated 
computational framework comprising multiple layers of 
processing, enabling the acquisition of diverse data 
representations. 

1) Supervised deep learning: It is a machine learning 

function that plots an input to a preferred output. The data are 

referred to as training objects providing a supervisory signal 

based output. Different approaches of Supervised Learning are 

Convolutional Neural Networks CNNs and Recurrent Neural 

Networks (RNNs) where the former denotes gaining 

knowledge of data with reduced parameters and the later 

refers to consecutive data. 

2) Unsupervised deep learning: It is a method of 

algorithm that uses the design from unlabelled data. Different 

type of approaches of  Unsupervised DL are Deep 

AutoEncoders(AEs), Deep Belief Networks(DBN), Restricted 

Boltzmann Machines(RBMs) in which the DBN denotes the 

replication of its input  to its output , RBMs denote two layers 

visible and hidden that denotes known input and latent 

variables. Finally Deep Belief Networks (DBNs) deal with 

greedy layer training of data to perform strong performance in 

the environment. 

3) The Semi-Supervised or Hybrid Deep Learning 

combines both Supervised and Unsupervised Learning using 

GAN (Generative Adversarial Network). 

V. PROPOSED METHOD  

Hybrid Deep Learning Based Intrusion Detection System 
(HMFFGAN) Using Generative Adversarial Network. 

GAN is the latest structure for approximate abundant 
model replica via an adversarial setup, we simultaneously 
train two models: a generative model G, which captures data 
distribution, and a discriminative model D, which evaluates 
the likelihood that a sample originates from the training data 
rather than G [16]. 

GANs are frequently utilized to produce synthetic images 
resembling real ones. Our emphasis is on this principle, and 
we structured our IDS accordingly. The GIDS comprises two 
discriminative models: the first discriminator and the second 
discriminator, which are trained using the following 
procedure. The primary method utilized is Generative 
Adversarial Network (GANs), which involves the sequential 
training of two models: generative and discriminative, as 
depicted in Fig. 2. 

 

Fig. 2. Basic working of generative model. 

The generative model Fig. 3 creates data samples from the 
training data set and generator network. The discriminator 
model assesses the authenticity of sample data through binary 
classification using sigmoid functions, predicting whether the 
data is genuine or counterfeit. This functionality aids in 
detecting anomalies within the environment, including 
potential attacks. 

 
Fig. 3. The hybrid distributed GAN intrusion detection system. 

1) Pre-processing Synthetic Minority Oversampling 

Technique (SMOTE): In this paper, pre-processing involves 

the utilization of the SMOTE technique to enhance the 

efficiency of handling imbalanced datasets. This technique 

addresses minority sampling, aimed at improving the accuracy 

of intrusion detection for the provided dataset. Balancing 

classes aims to increase the frequency of minority classes 

while decreasing the frequency of majority classes, with the 

goal of achieving a similar number of instances for both 

classes. In this study, SMOTE is utilized to balance the 

classes. This involves oversampling the outnumbered category 

by creating synthetic examples for each minority class sample 

along the line segments connecting any of the k nearest 
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neighbors from the opposition class. Additionally, when 

exceeding the required oversampling level, neighbors are 

randomly selected from the k nearest neighbors. SMOTE 

employs k-nearest neighbors for generating the artificial data 

[17]. 

The subsequent procedures are executed for the minority 
class in the SMOTE technique. 

 Contrast linking the feature characteristic (sample) less 
than deliberation and its close neighbor is taken. 

 An arbitrary integer between 0 and 1 is multiplied with 
this difference. 

 Results are attached to the characteristic vector lower 
than the deliberation. 

 This makes the choice of an arbitrary tip through the 
rule fragment between two particular features. 

 Allocate a value to the newly generated synthetic 
minority class sample. 

 Iterate the process for the identified feature vectors. 

It is essential to identify the nearest neighbors of a point in 
a d-dimensional space in order to synthetically interpolate 
selections (for minority class) among these nearest neighbors. 
Random assignment of data to separate nodes in an allocated 
set may lead to points that are closest to each other being 
assigned to different nodes, making it difficult for respective 
nodes to be aware of these nearest neighbors. Therefore, it is 
crucial that nearest points are grouped together and also 
allocated to different nodes in such a way that nearest points 
are consistently processed on the same node. As a result, the 
challenge of imbalanced data is effectively addressed using 
the SMOTE approach. 

2) Feature extraction using Modified Principal 

Component Analysis (MPCA): In this paper, MPCA algorithm 

is offered for feature extraction applied to degrade the 

composition of features. The aspiration of PCA is to 

dimensionality deduction of the data space (obeyed variables) 

to the lower natural dimensionality of feature space (self-

dependent variables), which are demanded to portray the data 

economically. By discarding smaller factors, the PCA 

effectively reduces the piece of features and displays the data 

set in a low dimensional subspace [18] [19]. PCA is a classical 

multivariate data analysis system that's useful in direct point 

birth. The PCA system can not guarantee that the data bonded 

to the applicable classes is effectively compacted. To avoid 

the overmentioned backwashes, qualified PCA is propounded. 

3) Feature selection using Improved Firefly Optimization 

(IFFO) algorithm: In this study, an enhanced firefly algorithm 

for feature selection is employed. The Firefly algorithm (FA), 

introduced by [20], is a biologically-inspired stochastic 

optimization approach. FA operates as a population-based 

metaheuristic, where each firefly within the population 

represents a feasible solution in the search space. It simulates 

the behavior of fireflies, which emit light signals to 

communicate and attract mates. Additionally, they utilize flash 

lighting to attract potential prey and serve as an alarm system. 

 
Fig. 4. Firefly algorithm. 

Fig. 4 above illustrates the Firefly algorithm. The FA 
algorithm begins by initializing a swarm of fireflies, with each 
firefly determined by its luminous intensity. 

It compares the flare aggressiveness of the firefly, the 
inferior glare aggressiveness firefly will displace to the 
advanced flare aggressiveness firefly. Depending on 
enchantment the displacing length may differ. The new firefly 
blaze aggressiveness will be estimated and streamlined once it 
has displaced. 

Algorithm 1: IFFO for Feature Selection 

Input: Input: Population size (n), Maximum of iteration (maxIter), 
Absorption coefficient (γ), Randomization parameter (α), 
Attractiveness value (β0 = 1) 

1. Objective function (𝑥), 𝑥 = (𝑥1,...,)𝑇  consider higher accuracy 

of classifier as objective function 

2. Produce initial population of fireflies 𝑥𝑖 (𝑖 = 1, 2, . . , 𝑛)  

3. Light intensity 𝐼𝑖 at 𝑥𝑖 is found via 𝑓(𝑥𝑖)  
4. Describe light absorption coefficient 𝛾  

5. while (𝑡 < Max_generation)  

6. for 𝑖=1:𝑛 all 𝑛 fireflies 

7. for 𝑗=1:𝑖 all 𝑛 fireflies  

8. if (𝐼𝑗 > 𝐼𝑖), Move firefly 𝑖 towards 𝑗 in 𝑑-dimension;  

9. end if  

10. Attractiveness changes along with distance 𝑟 via exp[−𝛾𝑟]  

11. Compute fitness function using (14)  

12. Compute objective model using (13) 

13. Estimate new solutions and update light intensity using (11) 

14. Update the optimal features using (16) 

15. end for 𝑗  
16. end for 𝑖  
17. Rank the fireflies and find the current best  

18. end while 

19. A firefly 𝑖 shifts to a more attractive 

In this script, the IFFO algorithm is utilized to achieve 
optimal outcomes by refining both energy and detection 
criteria. In the IFFO algorithm, fireflies are evaluated and the 
most optimal ones are selected based on their fitness values. 
Selected fireflies undergo crossover and mutation to produce 
new, improved solutions. These refined solutions are 
incorporated into the firefly population, and the process of 
selecting and refining fireflies continues iteratively. 

Generative model intrusion detection system algorithm  

Input: Let Input X denotes real data 

Z denotes data from generator 
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IOT denotes set of N items 

Pdata(x)=Distribution of real data 

         Pdata(z)=Distribution of generator 

1) Data collection 

Let Xi=X1,X2……Xn 

and Zi=Z1,Z2……Zn 

D(Xi)=Discriminator Network 

G(Zi)=Generator Network 
Data Collection is denoted as 

   iiiDiGiii GDVGD ,maxargargminargarg, **   

2) Training phase: To find the optimal value it is denoted 

as, 

))](1[log()](log[log),(

))](1[log()]([log),(

~~

~~

iPziPxii

PziPxii

ZGxDGDV

ZGxDGDV

zixi

zixi




     (1) 

Anomaly Detection Phase 

The Anomaly Detection is done by Threshold Based 
Intrusion Detection 

Assume True Positive (TP) ->Attack denoted as positive 

False Negative (FN)->Attack denoted as negative 

False Positive (FP)-> Normal data  denoted as positive 

True Negative (TN)-> Normal data denoted as Negative 

FNFPTNTP

TNTP
Accuracy




                 (2) 

Assume Threshold T which denotes the range from 0.85 to 
1 

Let Yi=Xi+Zi denotes the overall data 

        if Yi<Threshold Ti 

        then Yi is intruder 

        else 

        Yi is normal data 

         End 

1) Intrusion detection metrics: The metrics used to 

evaluate the performance of Intrusion Detection are Accuracy, 

Detection Rate (DR), Precision, Recall and False Positive Rate 

(FPR).To indicate these metrics four parameters have been 

considered. 

They are True Positive (TP), True Negative (TN), False 
Positive (FP) and False Negative (FN).TP, FN denotes the 
attack and FP, TN denotes the Normal User. 

Accuracy refers to the proportion of predictions that are 
accurately classified as either Attack or Normal, expressed as 
a percentage. 

FNFPTNTP

TNTP
Accuracy




                  (3) 

The detection rate is defined as the proportion of all 
predicted attack instances that correspond to actual attack 
records. 

FPTP

TP
precision


                           (4) 

Recall represents the proportion of assessments that 
represent the ratio of True Positive attack records to the total 
number of True Positive and False Negative instances. 

FNTP

TP
precision


                          (5) 

The False Positive Rate (FPR) indicates the likelihood of 
normal data being inaccurately identified as attack data. 

TNFP

FP
veRateFalsePosti


                       (6) 

VI. RESULT AND DISCUSSION 

In this study, we evaluated the accuracy of the initial 
discriminator trained on provided attack data. Results showed 
that attack data used in the training process were readily 
detected, while attempt data not included in the training were 
more challenging to detect. Table I shows the system and 
software requirements. 

TABLE I. SYSTEM AND SOFTWARE REQUIREMENTS 

System Requirements Software Requirements 

IoT devices with compatible 

processors 
Linux distribution 

Reliable network infrastructure Deep Learning Framework (PyTorch) 

Minimum 8 GB of RAM Data Preprocessing Tools (NumPy) 

SSD or HDD storage Python Environment 

Ethernet or Wi-Fi connectivity 
Integrated Development Environment 

(IDE) 

This highlights the need for a new detection model capable 
of accurately identifying attempts even when only average 
data are used in the training process. 

TABLE II. PERFORMANCE OF THE HDGIDS IN IOT 

Attack Detection rate Precision Accuracy Recall 

Black hole attack 98% 98.3% 99% 97% 

Sinkhole attack 97.5% 97.3% 98% 98% 

Sybil attack 96% 96.2% 98% 95% 

DDoS attack 99% 98.7% 97% 90% 

Warm hole attack 97% 97.6% 98% 95% 

Additionally, we assessed the detection sensitivity of an 
alternative discriminator trained on arbitrary dummy data 
instead of genuine attempt data. Table II illustrates the 
detection performance for each of the four attempted datasets. 
Results showed that each of the five attempts was detected 
with 98% delicacy. It is defined as how much accuracy and 
attack for HDGIDS in IOT. The different attacks are Black 
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hole, Sink hole, Sybil attack, DDos, Warm hole are considered 
along with the accuracy. 

Fig. 5 illustrates the different phases of accuracy values 
undergoing change. HMFFGAN- grounded IDS has 98% of 
accuracy. 

 
Fig. 5. Accuracy. 

Fig. 6 shows the precision % in terms of attacks for Black 
hole, Sink hole, Sybil Attack, DDos, Warm hole. 

 
Fig. 6. Precision. 

It pertains to the degree of agreement among individual 
measurements; the smaller the CV, the greater the precision of 
the values. Here Sybil Attack will take the least value for 
precision. Among all the attack nearly precision value will 
reach 98% of accuracy. It is defined as recall value for the 
attacks. Recall is calculated by dividing the number of 
relevant documents retrieved by a search by the total number 
of relevant documents, while precision is determined by 
dividing the number of relevant documents retrieved by a 
search by the total number of documents retrieved by that 
search. Each attack takes some amount percentage for recall 
values in Fig. 7. Since the recall percentage in the current 
attack is not maximal, it takes less time in order to predict the 
attacks. 

Utmost of the time, we don't indeed know the findings 
rates of our participators. To compute the discovery grade for 
a participator, we'd possess to endure how numerous complete 
UX troubles live in a plan. But that's exactly what we're 
testing to dig out with estimation. The evaluation of detection 
models in the proposed method reveals important insights into 
their performance against various types of IoT attacks. It 
demonstrate that the systems trained on specific attack data to 
provide strong accuracy in detecting known attack patterns but 

struggle with detecting new or untrained attack types, 
highlighting the need for improved generalization capabilities. 

 

Fig. 7. Recall. 

In Fig. 8, it is defined as the detection rate for every attack 
is calculated. 

 
Fig. 8. Detection rate. 

Additionally, alternative models trained on arbitrary 
dummy data provide valuable insights into detection 
sensitivity under different training conditions. Precision values 
approach an impressive 98% across all attack types, 
underscoring the models' effectiveness in correctly identifying 
relevant attacks. However, variability in recall rates across 
attack types impacts prediction time and highlights the 
importance of comprehensive detection approaches. Future 
research should focus on refining detection algorithms to 
enhance robustness and adaptability in addressing evolving 
IoT security threats. 

VII. CONCLUSION 

In this paper, we've proposed a crossbred GAN- grounded 
IDS grounded on modified top element dissection and firefly 
optimization (HDGAN Network) that can discover intrusion 
to the IoT. In this allocated framework, every IoTD can cover 
its own data as well as neighbor IoTDs to descry anomaly 
geste of the bias. The HDGAN network doesn't bear 
participating the datasets between the IoTDs it save the 
sequestration of the delicate data similar as patient medical 
data in medical center mesh. it pierce the data set from single 
ID device the HDGAN mesh trained with dataset with 
SMOTE and Firefly optimization algorithm which allow the 
GAN mesh to determine intrusion efficiently. The Simulation 
results display that the offered allocated HMFFGAN- 
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grounded IDS has 98 accuracy, 98 precision, and 95 false 
positive rate compared to the being allocated Intrusion 
discovery network. Future IoT security research should 
prioritize enhancing model robustness against adversarial 
attacks with techniques like adversarial training and input 
perturbation. Dynamic, adaptive intrusion detection models 
for continuous learning in evolving IoT environments remain 
essential areas for exploration. 
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