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Abstract—Now-a-days, traditional color matching methods 

cannot meet the current market demand. Meanwhile, there are 

many factors to consider in the design, which affect the design 

efficiency. Therefore, it is necessary to seek more efficient design 

methods. So, this study proposed an improved K-Means based on 

silhouette coefficients and designed an image main color adaptive 

extraction model. Subsequently, an evaluation method for artistic 

color matching schemes based on visual perception and similarity 

measurement was introduced. Finally, Pix2Pix based on visual 

aesthetics was designed to develop color matching schemes. These 

results confirmed that in the objective evaluation of the main color 

extraction results, the structural similarity of the main color 

images generated using the silhouette coefficient was superior to 

other methods. The maximum structural similarity of this method 

was 0.675, with an average of 0.663. Meanwhile, the peak signal-

to-noise ratio of the main color image generated by this method 

reached a maximum of 21.49 dB, with an average of 21.05 dB. In 

the validation of Pix2Pix based on visual aesthetics, the average 

color palette similarity of Pix2Pix's design scheme based on visual 

aesthetics was 0.807. Meanwhile, the average comprehensive 

evaluation index of this method was 0.798, which was better than 

Pix2Pix without integrating visual aesthetics. In the experimental 

verification of computational efficiency, the average color 

matching time of the Pix2Pix network model based on visual 

aesthetics is only 13.75ms. The average time consumption of the 

K-Means clustering algorithm model is as high as 135.67ms. 

Overall, the designed image main color adaptive extraction model 

and color matching model have strong practical applicability. 

These methods provide effective auxiliary design solutions for the 

design and development of artistic products, which helps to 

improve design efficiency. 

Keywords—Silhouette coefficient; visual perception; K-Means; 

color matching; similarity measurement; Pix2Pix 

I. INTRODUCTION 

Due to the rapid development of industrial technology, 
significant achievements are made in the application of color 
science in engineering. Color plays a very important role in 
interior design, cultural and creative industries, printing and 
packaging, dyeing and finishing chemistry, and textile and 
clothing [1-2]. Colors are usually presented in groups of 
multiple forms in the application field, namely color matching 
schemes. Human Visual Perception (VP) has an impact on color, 
so there are certain patterns in color matching schemes under 
sensory recognition. VP also has advantages and disadvantages 
in human perception. How to design excellent color matching 
schemes is a key issue faced by designers and related industry 
personnel [3]. In response to the challenges encountered in 
design, computer-aided design patterns based on image 

processing and computer vision increasingly emerge and 
become a research focus in intelligent design. Through image 
processing technology and artificial intelligence algorithms, 
color processing and digital representation can be achieved, 
while intelligent design, matching, and recommendation can be 
achieved based on the attribute elements of color. However, 
color matching is influenced by physical, physiological, and 
psychological factors, which increases the complexity of 
implementing intelligent color matching design algorithms [4-
5]. Currently, the evaluation of color matching schemes mainly 
relies on subjective methods such as sensory engineering. 
Although these methods can reflect user preferences, the 
evaluation is often cumbersome and easily influenced by 
subjective factors [6]. 

At present, domestic and foreign researchers mainly 
introduce the application research of color matching algorithms 
in the field of color science from three aspects: image main 
color extraction, color matching method research, and color 
matching evaluation methods. The main color of an image is 
the representative color of the image. Generally speaking, the 
number of main colors in an image is much smaller than the 
total number of colors in the source image. Meanwhile, the 
main color of the image is the color description that best fits the 
visual perception of the source image. In the research of color 
matching algorithms, the extraction of image main colors plays 
a crucial role in stimulating designers' design inspiration and 
obtaining high-quality color matching schemes. Due to the 
different color information in each image in nature, the 
corresponding number of main colors should have certain 
differences. Therefore, how to perform adaptive main color 
extraction on images is an important research topic in this field. 
In the research of color matching methods, due to the various 
attributes related to the human visual perception system such as 
psychology, physics, and physiology, how to combine human 
visual perception to generate color matching schemes in the 
field of computer-aided design is an important issue in this field 
of research. In addition, in the field of intelligent design, the 
intelligent matching and design of colors is a subjective design 
requirement. However, subjective evaluation methods are often 
more complex, which significantly affects product design 
efficiency. Therefore, using a combination of subjective and 
objective evaluation methods to evaluate color matching 
schemes is of great significance. How to conduct a 
comprehensive and multidimensional analysis of color 
matching schemes is currently a research focus and difficulty. 
Therefore, an image main color adaptive extraction method 
based on Silhouette Coefficient (SC) was adopted in this study, 
and a visual aesthetics based Pix2Pix was designed to formulate 
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color matching schemes. Meanwhile, a multi-dimensional color 
matching evaluation method combining VP and similarity 
measurement was proposed. The contribution of this study lies 
in proposing an intelligent computer-aided design method for 
artistic color matching, which fully integrates VP and 
intelligent algorithms, helping to design color matching 
schemes that are more in line with the human eye VP. 

The research content mainly includes six sections. Firstly, a 
review is conducted on K-Means based on SC and color image 
processing techniques. Secondly, an improved K-Means based 
on SC is introduced, and an image main color adaptive 
extraction model is designed. Meanwhile, a method for 
evaluating artistic color matching schemes and a model for 
developing color matching schemes are designed in Section III. 
In Section IV, the proposed method is experimentally validated. 
Finally, Section VI is summarized and future prospects are 
proposed. 

II. RELATED WORKS 

SC can effectively improve clustering performance, which 
is widely used in the improvement of K-Means. Regarding the 
clustering problem of student data, A. Yudistira et al. proposed 
using K-Means to analyze student datasets. These results 
confirmed that a total of 3 clusters were obtained, including 59, 
94, and 1 student, respectively. The elbow method was used to 
determine a good classification number of 3, with an SC of 
0.489, indicating that the clustering results of this study were 
superior [7]. Xiang et al. introduced K-Means and SC to address 
the low quality of answering questions in Brainly and 
segmented users by tracking the records of answering 
mathematical topic questions. These results confirmed that K-
Means performed better in silhouette score, with a score of 
0.9081 [8]. Ben Marzouk et al. proposed a K-Means-based 
energy consumption structure analysis method to address the 
large and chaotic data in analyzing energy consumption 
structures in different regions. Meanwhile, this team analyzed 
energy consumption using the elbow method and SC. These 
results confirmed that this algorithm efficiently conducted data 
mining, greatly improving the convenience of energy 
consumption structure analysis [9]. Qu et al. proposed the Bert-
CK mode to address the instability of traditional K-Means. This 
pattern combined Bert to extract semantic, syntactic features, 
and SC, improved the CK mean+algorithm, and solved the 
instability of K value and initial centroid selection. These 
results confirmed that the Bert-CK model outperformed the 
baseline model, improving the accuracy of user classification 
and topic features [10]. To address the instability and local 
optima of traditional K-Means, Agustino et al. proposed a 
relative mass algorithm based on data fields. This algorithm 
selected high-quality points as the initial clustering centroids 
and used SC to improve K-Means to improve the analysis 
performance. These results confirmed that the acceleration ratio 
of the improved algorithm increased to 1.91, and the 
computational efficiency increased by 33.03% [11]. 

Currently, color plays an important role in image processing. 
Tabatabaian et al. proposed an algorithm based on a 
combination of color and shape features to address the 
insufficient image retrieval efficiency. Cumulative histograms 
were used to calculate color features, 7 Hu invariant moments 

were used to calculate shape features, and weights were 
combined to measure similarity using Euclidean distance. 
These results confirmed that this algorithm effectively 
improved the accuracy of image retrieval [12]. In response to 
the poor performance and resource consumption of traditional 
photo enhancement methods on high-resolution images, Zeng 
et al. proposed a learning-based image adaptive 3D lookup table 
method. By learning 3D lookup tables and small convolutional 
neural networks, fast and flexible photo enhancement was 
achieved, with model parameters less than 600,000 and 
processing 4K images in less than two milliseconds. The PSNR, 
SSIM, and color difference metrics of this method were 
superior to state-of-the-art photo enhancement methods, 
demonstrating efficient and superior performance [13]. Berman 
et al. found that color distorting et al. happened in underwater 
images, and their study considered different water types’ 
spectral profiles. By assessing only the blue-red and blue-green 
color channels’ attenuation ratio, this challenge was simplified. 
These results confirmed that this dataset achieved strict 
quantitative evaluation of natural image restoration algorithms 
for the first time [14]. To address underwater images’ color 
deviation and low contrast, Li et al. proposed a multi-color 
space embedding underwater image enhancement network 
called Ucolor guided by medium transmission. This network 
was combined with attention mechanisms to adaptively 
integrate and highlight the most discriminative features 
extracted from multiple color spaces. These results confirmed 
that the network outperformed other methods in both visual 
quality and quantitative metrics [15]. Zhang et al. found that the 
traditional color perception and recognition methods for 
Cantonese embroidery images had poor three-dimensional 
color restoration. They introduced a discrete mathematical 
model to design a new color perception and recognition method 
for Cantonese embroidery images. These results confirmed that 
the color pixel image curve of this method had 800 pixels for 
each color, and the color pixel image curve distribution was the 
most dense, with a high color restoration degree [16]. To deal 
with the encryption of RGB color images, MA Tahiri et al. used 
3D fractional order modified Henon mapping and discrete 
fractional order Krawtchuk moments. Meanwhile, this team put 
forward a new method to optimize the proposed Henon map’s 
parameters. These outcomes indicated this mixed algorithm’s 
optimization efficiency compared to other metaheuristic 
methods [17]. 

In summary, numerous scholars have conducted extensive 
research on the application of SC-based improved K-Means and 
color image processing. On this basis, the improved K-Means 
based on SC is applied to the extraction of main colors in 
images for future development and evaluation of artistic color 
matching schemes. This paper hopes to provide effective color 
matching design for the field of art and design. 

III. ARTISTIC COLOR MATCHING TECHNOLOGY BASED ON 

SILHOUETTE COEFFICIENT AND VISUAL PERCEPTION 

To deal with the problem that traditional algorithms cannot 
adaptively extract the main color of images, an improved K-
Means based on SC is proposed, and a corresponding image 
main color adaptive extraction model is designed. Next, a color 
matching evaluation scheme combining VP and similarity 
measurement is introduced. Finally, a Pix2Pix based on visual 
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aesthetics is designed to achieve intelligent color matching 
scheme formulation. 

A. Adaptive Extraction and Evaluation of Image Main Colors 

based on Silhouette Coefficients 

Adaptive extraction of image main colors is crucial in 
artistic color matching, which affects the normal operation of 
the entire color matching. In image processing, using K-Means 
for image main color extraction can efficiently separate the 
main colors of images in complex color spaces. The core of this 
algorithm is to minimize the sum of squared distances between 
each pixel in the class and its corresponding Cluster Center (CC) 
[18]. K-Means is a clustering algorithm based on Euclidean 
distance. The closer the Euclidean distance between two data 
points, the greater the similarity between these two. Given a 
sample set, this algorithm first randomly selects k initial CC and 
then measures their Euclidean distance from the remaining data. 
Subsequently, the CC with the closest Euclidean distance was 
determined and the target object was assigned to the 
corresponding cluster. Next, the average value of data within 
each cluster is calculated and used as the new CC. Finally, the 
running is iterated to the maximum to end [19-20]. The 
calculation of spatial Euclidean distance is represented by Eq. 
(1). 
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In Eq. (1), 
iC  refers to the i th CC. v  refers to the target 

data. n  refers to the data dimension. 
lx  refers to the l th 

attribute value of the target data. 
ilC  refers to the l th 

attribute value of CC. The objective function used by K-Means 
for image main color extraction is represented by Eq. (2). 
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In Eq. (2), N  refers to the total distance of all 

classification categories. M  refers to the quantity of sample 

colors. K  refers to the quantity of color classification. m  is 

the pixel index of the image. k  refers to the k th class color. 

nkr  refers to two components. 
k  refers to CC for the k th 

class color. Given the unique color information of each image, 
the dominant colors and their quantities also vary. Traditional 
K-Means cannot adaptively extract the main color, which has 
certain limitations. Therefore, the study proposes SC to 
improve K-Means [21]. Fig. 1 shows an improved K-Means 
based on SC. 

In this improved algorithm, each cluster corresponds to an 
SC value. The clusters corresponding to the maximum SC value 
are the optimal clusters for the sample. The distance within the 
cluster is represented by Eq. (3). 
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In Eq. (3), ( )a i  refers to the intra cluster distance, which 

is the average Euclidean distance between the current pixel and 
all pixels in the cluster. ( , )d i j  refers to the spatial Euclidean 

distance between the targets i  and j . The distance between 

clusters is represented by Eq. (4). 
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The SC value of the target sample i is calculated using Eq. 
(5). 
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In Eq. (5), ( )s i  refers to the SC value, with a range of [-1, 

1], representing the best and worst clustering effects, 
respectively. The overall SC value of the cluster is represented 
by Eq. (6). 
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Fig. 1. The process of improving K-Means algorithm based on silhouette coefficients. 
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In Eq. (6), N  represents the total target sample. At present, 

the evaluation methods for main color extraction mainly 
include questionnaire survey or manual visual inspection, 
which can effectively combine VP to evaluate the results of 
main color extraction, but often require a lot of user time. To 
address these shortcomings, a comprehensive evaluation 
method is proposed, which utilizes the main color image 
features and pairwise image similarity to evaluate the 
effectiveness of main color extraction. The main color image 
refers to the image obtained by replacing the color of each pixel 
in the source image with the target main color. To construct a 
main color image, the first step is to convert the image from the 
RGB color space to the Lab color space. Next, each pixel of the 
image was traversed and the extracted main color Lab values 
are input. Then, the Lab color difference between each pixel's 
color and all target main colors is calculated separately. The Lab 
value corresponding to the minimum color difference is used to 
replace the Lab value of the current pixel. Finally, the main 
color images are output. After obtaining the main color images 
corresponding to each sample, the Peak Signal-to-Noise Ratio 
(PSNR) and structural similarity between paired images are 
calculated using similarity measurement method. This method 

is mainly used to characterize the effectiveness of main color 
extraction [22]. The objective quantitative evaluation indicators 
are represented by Eq. (7). 
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In Eq. (7), E  refers to the quantitative evaluation indicator. 

0I  refers to the source image. 
1I  is the main color image. On 

this basis, qualitative analysis of the main color results 
extracted by various methods is conducted by combining 
subjective sensory engineering experiments. Table I shows the 
five-point scale of perceptual engineering. 

TABLE I. FIVE-POINT SCALE OF PERCEPTUAL ENGINEERING 

Number Effect description Rating range 

Ⅰ Extremely poor 0-1 

Ⅱ Poor 1-2 

Ⅲ General 2-3 

Ⅳ Better 3-4 

Ⅴ Perfect  4-5 

Fig. 2 shows the adaptive extraction of image main colors 
based on SC. 

Main color extraction model

Image contour coefficient 

calculation

Main color extraction based 

on SC

Final result

Comparative 

experiment

Evaluation indicator model

Quantitative indicator 

evaluation results

Evaluation results based on 

subjective sensory 

engineering experiments

Objective evaluation 

system
Subjective evaluation system

Start 

End 

 

Fig. 2. Adaptive extraction process of image main color based on silhouette coefficients. 
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B. Color Matching Evaluation Based on Similarity 

Measurement and Visual Perception 

Traditional methods for measuring the similarity of color 
matching schemes fail to take into account the different 
orientations of each color block in the palette, resulting in 
inaccurate color difference calculation for paired palettes [23]. 
To scientifically and effectively describe the similarity between 
color palettes composed of multiple color combinations, a 
minimum color difference model combining position 
information is proposed. This method mainly adopts the middle 
color palette strategy to avoid changes in the calculation results 
caused by differences in position information. The specific 
calculation steps include six steps. Firstly, it is assumed that the 
number of main colors in both the source and target palettes is 
u. The source palette is labeled as P1, and all colors in P1 are 
traversed and their Lab values are calculated. The target color 
palette is marked as P2, and all colors in P2 are traversed and 
their Lab values are calculated. In the second step, the color 
difference is calculated for the first color of the source palette 

P1 using all the colors in the target palette P2, and the results 
are recorded with the corresponding color in P2. The color 
block corresponding to the minimum value of the calculation 
result is set as the first color of the middle palette P3. In the 
third step, the first two stages are repeated, using all colors of 
P2 to calculate the color difference for the remaining u-1 colors 
of P1 one by one. Based on the first step, the remaining colors 
of the middle palette P3 are determined, and the complete 
middle palette P3 is ultimately obtained. In the fourth step, the 
average color difference between the source palette P1 and the 
middle palette P3 is calculated. Fig. 3 shows the specific 
calculation. 

In the fifth step, for the u colors in the source palette P1, the 
color difference is calculated for each color in the target palette 
P2, and then a new intermediate auxiliary palette is obtained 
according to the processing method in the second step, denoted 
as P4. In the sixth step, the average color difference between P2 
and P4 is calculated using the method in the third step. Fig. 4 
shows the specific calculation. 

The color corresponding to the minimum color 

difference determines the first color of P3

Calculate the average color difference 

between the P1 and P3 palettes

P1 color palette

The color difference of the 

corresponding color block

P3 color palette

P2 color palette

 

Fig. 3. Calculation method for middle auxiliary color palette P3. 
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Fig. 4. Calculation method for intermediate auxiliary color palette P4. 
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Color is a comprehensive effect of the complex 
physiological and psychological reactions produced by the 
human visual system under the influence of light. The 
evaluation of different color schemes should take into account 
both physical properties and physiological and psychological 
reactions [24-25]. Therefore, eye tracking technology is used in 
this study to compare the color matching scheme generated by 
this intelligent color recommendation system with the original 
scheme. Based on computational aesthetics and experimental 
aesthetics, an aesthetic dimension evaluation is conducted on 
the color matching scheme. Firstly, eye tracking stimulation 
materials are constructed using the original sample images and 
the re-colored images. Subsequently, an eye tracking 
experiment is conducted, recording the basic information of the 
subjects and each participant's eye movement behavior measure 
for each group of image. Then the mean first fixed time, mean 
number of fixed points, and mean fixed time for each sample 
are calculated. Subsequently, the eye movement behavior 
indicators of each sample are normalized and these three 
indicators are weighted and fused. The longer the first fixed 
time, the lower the attractiveness. Therefore, it is necessary to 
use the normalized theoretical maximum value minus the 
normalized first fixed time. Finally, the VP data of the heavily 
colored image are calculated in proportion to its corresponding 
source image, which is the VP measure. 

C. Intelligent Artistic Color Matching based on Visual 

Aesthetics 

Due to the susceptibility of the human visual system to more 
visually attractive objects, eye movement behavior 
measurement is considered an important technical means in the 
field of quantitative visual aesthetics [26]. In quantifying visual 
aesthetics using eye movement behavior measurement, the 
three most critical eye movement behavior indicators include 
first fixed time, mean number of fixed points, and mean fixed 
time. These indicators reveal the characteristics of test images 
or videos from three aspects: visual comfort, attractiveness, and 
impact. The calculation of mean fixed time in eye tracking 
experiments is represented by Eq. (8). 

q 1

Q

T(AOI)

T
Q





     (8) 

In Eq. (8), Q  refers to the number of test images. T(AOI)  

refers to the testing time for dividing regions of interest in eye 
movement experiments. In visual search, more emphasis is 
usually placed on targets that have visual aesthetic appeal. The 
corresponding eye movement behavior indicators include first 
fixed time, mean number of fixed points, and mean fixed time. 
Eye movement behavior indicators are utilized to construct a 
visual aesthetic data stream, and three eye movement behavior 
indicators are subjected to normalization preprocessing. The 
mean number of fixed points and mean fixed time are positively 
correlated with the level of visual aesthetic preference [27-28]. 
The processing method for mean fixed time is represented by 
Eq. (9). 

min

max min

h h
h'

h - h


      (9) 

In Eq. (9), h  refers to the mean fixed time data that 

currently requires normalization preprocessing. h  and 
maxh  

refer to the mean fixed time’s maximum and minimum values, 
respectively. The first fixed time measurement index is 
negatively correlated with the visual aesthetic preference in 
interactive tasks, represented by Eq. (10). 

min

max min

1
g g

g'
g - g


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In Eq. (10), g  refers to the first fixed time data that 

currently requires normalization preprocessing. 
maxg  and 

ming  represent the first fixed time’s maximum and minimum 

values, respectively. The visual aesthetic parameter is 
represented by Eq. (11). 

10 ( ' ' ')W h q g         (11) 

In Eq. (11), W  refers to the visual aesthetic parameter that 

integrates three different eye movement behavior data, with a 
range of values between [0, 10]. ,  , and   represent the 

weights of mean fixed time, mean number of fixed points, and 
first fixed time, respectively. The image translation model 
Pix2Pix is a representation of conditional generative adversarial 
networks in image translation tasks. This model consists of U-
Net and Markov discriminator as conditional generative 
adversarial networks for generator and discriminator, 
respectively [29]. This generator’s input is a real sample image, 
and the output is a generated image. The discriminator needs to 
determine the authenticity of the output image of the generator, 
so its input is a paired image composed of the generated and 
real images. Fig. 5 shows the structure of Pix2Pix. 

Input image

Generator 

Output Image

Discriminator

Target image

U-Net

 

Fig. 5. The network structure of Pix2Pix. 

Pix2Pix introduces 
1L Loss  to judge the global image 

based on the conditional generative adversarial network, 
represented by Eq. (12). 

1
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In Eq. (12), G  refers to the generator. D  refers to the 

discriminator. 
1
( )LL G  refers to 

1L Loss .   refers to the 

weight of 
1L Loss . 

1L Loss  is represented by Eq. (13). 
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In Eq. (13), x  refers to the true sample. y  refers to 

conditional probability. z  refers to random noise. A visual 

aesthetic evaluation model for color palettes is constructed 
using visual aesthetic parameters and image main color palettes. 


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This evaluation model mainly scores the input color palette and 
optimizes the loss function of the Pix2Pix backbone network 
using the score values [30]. The network model used is SE 
Inception V3, which compresses image features through global 
average pooling and scores the probability distribution of image 
aesthetic quality. This model mainly uses the real visual 
aesthetic parameters of the palette as the corresponding palette 
labels to train the rating model. Fig. 6 is a visual aesthetic 
evaluation model for color palettes based on SE-Concept V3. 

In updating the loss function of the backbone network 
Pix2Pix, the aesthetic loss function is effectively optimized by 
introducing a palette aesthetic score, represented by Eq. (14). 

( ) 10S G Score      (14) 

In Eq. (14), Score  refers to the rating of the visual 

aesthetic rating model for the color palette, with 10 points being 
the maximum rating. Fig. 7 is an intelligent color matching 
algorithm based on visual aesthetics. 
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Fig. 6. A visual aesthetic evaluation model for color palettes based on SE-

Concept V3. 
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Fig. 7. A network model of intelligent color matching algorithm based on visual aesthetics. 

IV. EXPERIMENTAL ANALYSIS OF ARTISTIC COLOR 

MATCHING BASED ON SILHOUETTE COEFFICIENTS AND VISUAL 

PERCEPTION 

Firstly, the study validated the effectiveness of the SC-based 
adaptive extraction method for image main colors and 
evaluated the main color extraction method from both 
subjective and objective perspectives. Subsequently, the 
effectiveness of the aesthetic evaluation model for color 
palettes was verified. Finally, experimental analysis was 
conducted on Pix2Pix based on visual aesthetics. 

A. Adaptive Extraction and Analysis of Image Main Colors 

based on Silhouette Coefficients 

To validate the SC based image main color adaptive 
extraction method’s effectiveness, traditional K-Means, 
Median cut, and Octree algorithms were selected for 
comparison in main color extraction. To ensure the scientific 
and stable nature of the experiment, 58 sample images were 
collected from three types of samples: complex natural scenes, 
animal and human images. Table II shows the relevant 
parameters. 

TABLE II. RELEVANT PARAMETERS 

Equipment and environment Model number 

Operating system Windows10  

Processor  ntel(R)Xeon(R)E5-2678V3 

Graphics calculation card NVIDIA GeForce GTX 1080 Ti  

Develop compilation tools Visual Studio Code 

Server  Ultrascopic 7048 GR-TR 

Algorithm framework 
dependencies 

Numpy、OpenCV 

Memory Samsung 32G 2RX4 2400T 

Algorithm development 

environment 
Python 3.7 

Firstly, the study evaluated the main color extraction 
methods from a subjective visual perspective, selecting natural 
scenes, animal and human images for main color extraction. 
Meanwhile, corresponding main color images were constructed 
based on the extracted results. Fig. 8 shows the main color 
extraction and image generation results of some natural scenes. 
In Fig. 8 (a), among the main color extraction results of natural 
landscapes, the image based on SC had the best main color 
extraction result. This method only characterized the color 
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scheme of the entire lake with three main colors. In Fig. 8 (b), 
the image main color extraction method based on SC only 
characterized the color scheme of the entire scene with four 
main colors. Meanwhile, the main color extracted by SC 
matched better with the source image, and Octree had the 
lowest matching degree. In summary, compared to other 
methods, SC was more effective in extracting representative 
colors. 

Fig. 9 shows the main color extraction and image generation 
results of some animals and characters. In Fig. 9 (a), in the main 
color extraction of animal scenes, the image main color 
extraction method based on SC extracted the three most 
representative colors of the source image. In Fig. 9 (b), the 
image main color extraction method based on SC only 
characterized the color scheme of the entire character scene 
with four main colors. Compared with other methods, the 
proposed method extracted colors that matched better with the 
source image. Octree had the worst extraction performance. 

The study continued to objectively evaluate the main color 
extraction results of various methods. The evaluation indicators 
include the structural similarity and PSNR between the main 
color and source images. Fig. 10 shows the structural similarity 
and PSNR measured by various methods for 58 images. In Fig. 
10 (a), the structural similarity of the main color image 
generated by SC was better than other methods. The maximum 
structural similarity of this method was 0.675, with an average 
of 0.663. The main color images generated by Octree had the 
lowest structural similarity, with an average of only 0.617. In 
Fig. 10 (b), the PSNR of the main color image generated by SC 
was also optimal. The PSNR of this method reached a 
maximum of 21.49 dB, with an average of 21.05 dB. The PSNR 
of K-Means ranks second, with an average of 20.54 dB. 
Therefore, the main color extraction method based on SC was 
optimal, and the generated main color image had a higher 
similarity with the source image. 

K-Means Median cutOctree SC

K-Means Median cutOctree SC

Source image

Source image

(a) The main color extraction results of natural landscapes

(b) The main color extraction results of still life
 

Fig. 8. Partial natural scene main color extraction and image generation results. 

K-Means Median cutOctree SC

K-Means Median cutOctree SC

Source image

Source image

(a) The main color extraction results of animals

(b) The main color extraction results of characters
 

Fig. 9. Main color extraction and image generation results of some animals and figures. 
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Fig. 10. Structural similarity and peak signal-to-noise ratio of different methods. 

B. Analysis of Intelligent Art Color Matching Evaluation 

Based on Visual Aesthetics 

To verify the effectiveness of the aesthetic evaluation model 
for color palettes, a dataset of 2800 color palettes was collected 
in Adobe Color CC. The study conducted eye tracking 
experiments on each dataset to obtain its visual aesthetic 
parameters. These samples were randomly divided into 700 
groups of eye tracking stimuli as experimental data for eye 
tracking. The study invited 50 undergraduate students to 
participate in eye tracking experiments. All participants had 
good vision, no color blindness, weak color, and other physical 
effects that affected their vision. The playback time of each 

group of stimulating materials on the screen was 5,000 
milliseconds. After the experiment, the average eye movement 
data of each designated area of interest was obtained based on 
the eye tracking data of the subjects. Fig. 11 is a box plot of the 
first fixed time, mean fixed time, and mean number of fixed 
points. In Fig. 11 (a), the mean first fixed time of the 
experimenter was 182.58 ms. In Fig. 11 (b), the mean number 
of fixeds of the subjects was 3.5. In Fig. 11 (c), the mean fixed 
time of the subjects was 826.36 ms. There were outliers in the 
upper limits of the first fixed time, mean fixed time, and mean 
number of fixed points. This is due to the influence of 
psychological and physical factors on eye movement behavior, 
resulting in fluctuation. 
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Fig. 11. Box plots of three eye movement fixed indicators. 

The study continued to use a color palette visual aesthetic 
evaluation model to evaluate the visual aesthetics of sample 
images. To reduce the interference of outliers on the results, the 
upper and lower limits of these data were used as the maximum 
and minimum values for normalization processing. Fig. 12 
shows the true values of visual aesthetic parameters and the 
visual aesthetic evaluation model scores of the color palette for 
20 samples. The data predicted by the color palette visual 
aesthetic evaluation model were relatively close to the actual 
values. The predicted data of sample 8's model only differed by 
0.05 from the actual value, indicating that the designed color 
palette visual aesthetic evaluation model had good predictive 
performance. 
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Fig. 12. Color palette visual aesthetic evaluation model rating results. 
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To verify the effectiveness of Pix2Pix based on visual 
aesthetics, this study selected art and design designers with 
matching schemes and Pix2Pix without integrating visual 
aesthetics for experimental comparison. 1680 sample images 
were extracted in the experiment, and the main color palette was 
obtained by extracting the main color from the sample set. Due 
to Pix2Pix requiring input into paired color palettes, the main 
color palette was fragmented to construct a paired color palette. 
To ensure consistent size of the paired color palettes, black 
replaced the missing color blocks, which were the colors that 
needed to be matched. The palette samples were divided into 
training and testing sets in an 8:2 ratio, with a total of 1344 
training samples and 336 testing samples. In addition, the Adam 
optimizer was used for training, with an initial learning rate of 
0.0002, an initial momentum term of 0.5, a network epoch 
count of 200, Batch_Size of 8, an initial parameter training 
weight of 100 for 

1L Loss , and an initial weight of 0.1 for 

( )S G . Fig. 13 shows the results of some color matching tests. 

Fig. 13 (a) means the incomplete palette, and Fig. 13 (b) refers 
to the source palette. In Fig. 13 (c), the complete color palette 
matched by the designer exhibited high harmony in color 
attributes and superior visual effects, but its design took a long 
time. In Fig. 13 (d), the color palette of Pix2Pix without 
incorporating visual aesthetics was vivid, but the visual effect 
was relatively cluttered. The reason is that Pix2Pix, which does 
not integrate visual aesthetics, mainly focuses on the sample 
distribution of all training images, but fails to effectively 
combine human eye VP, resulting in poor harmony in the 
generated color matching scheme. In Fig. 13 (e), the designed 
model had a visual effect similar to that of the source palette 
and a professional designer in terms of color matching. For the 
real-time performance of color matching, due to the sample size 
of color matching images being 32×1, the computational 
complexity of the designed model basically met the real-time 
requirements. 

(a) Incomplete color palette (b) Source palette

(c) Matching schemes for art designers (d) Pix2Pix network model without integrating visual aesthetics

(e) Pix2Pix network model based on visual aesthetics
 

Fig. 13. Partial color matching test results. 

Further research is conducted to verify the computational 
efficiency of the Pix2Pix network model based on visual 
aesthetics. Compare with K-means clustering algorithm, 
Gaussian Mixture Model (GMM), and Generative Adversarial 
Networks (GANs). The experiment measures CPU time, which 
includes the time required for palette generation and pixel 
mapping stages. The efficiency of color matching generation 
for sample images by each model is shown in Fig. 14. As shown 
in Fig. 14, the average color matching time of the Pix2Pix 
network model based on visual aesthetics proposed in the study 
is only 13.75ms. The average time consumption of K-means 
clustering algorithm model, GMM model, and GANs model is 
as high as 135.67ms, 90.36ms, and 54.69ms, respectively, 
which is significantly higher than the algorithm proposed in the 
study. The color matching scheme of the Pix2Pix network 
model based on visual aesthetics can complete tasks at a faster 

speed and has efficient computational performance. 
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Fig. 14. The color matching time of each model for sample images. 
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To scientifically analyze and compare the experimental 
results, the color matching evaluation method was used to 
evaluate the color matching effects of each method. 60 samples 
were selected for color matching effect analysis, with 
evaluation indicators including similarity of color palettes and 
comprehensive evaluation index. Fig. 15 shows the evaluation 
indicators for three methods. In Fig. 15 (a), the average color 

palette similarity of the Pix2Pix design scheme based on visual 
aesthetics was 0.807, which was 0.043 higher than the scheme 
designed by the designer. In Fig. 15 (b), the average 
comprehensive evaluation index of the proposed method was 
0.798, which was 0.158 higher than the Pix2Pix without 
integrating visual aesthetics. Pix2Pix based on visual aesthetics 
had a more significant color matching effect. 
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Fig. 15. Color palette similarity and comprehensive evaluation index of three methods. 

The study then combined perceptual engineering 
experiments to conduct psychological and physical analysis on 
the effect of color matching. Twenty sample sets were selected 
for the experiment, and 10 participants were invited to 
subjectively evaluate the test results. The average score was 
taken as the final result. Fig. 16 shows the average scores of all 
participants on the four color matching schemes. The subjective 
score of the color palette generated by the proposed method 

reached a maximum of 4.25, with an average of 3.81, which is 
027 and 0.39 higher than the Pix2Pix without integrating visual 
aesthetics, respectively. Meanwhile, the matching effect of this 
method was closer to the matching scheme designed by 
professional designers and the color matching effect of the 
source palette. The proposed method also performed well in 
subjective evaluation. 
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Fig. 16. The average rating results of four color matching schemes. 

V. DISCUSSION 

Currently, in the field of color science, issues related to 
color matching include image main color extraction, color 
matching methods, and the selection of color matching 
evaluation methods. The purpose of the study is to achieve 
effective adaptive color extraction, combine human visual 
perception to generate the best color matching scheme, and 
conduct a more comprehensive and multidimensional analysis 
of the color matching scheme. For this purpose, research has 

successively proposed a SC based adaptive extraction method 
for image main colors, a Pix2Pix network model based on 
visual aesthetics, and a multi-dimensional color matching 
evaluation method combining visual perception and similarity 
measurement. The results showed that in the main color 
extraction results of natural landscapes, the image main color 
extraction based on SC was the best, and this method only 
represented the color system of the entire lake with three main 
colors. Meanwhile, this method only characterizes the color 
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scheme of animal and human image scenes with four main 
colors. At the same time, it can be seen that the main color 
extracted by SC matches better with the source image. Related 
studies have shown that the image main color extraction 
method based on SC can represent the color scheme of the 
entire image with the most concise colors, which is concise and 
efficient [31]. In the effectiveness verification of the Pix2Pix 
network model based on visual aesthetics, the complete color 
palette matched by the designer showed high harmony in color 
attributes and superior visual effects, but the design process was 
time-consuming. The Pix2Pix network model, which does not 
integrate visual aesthetics, is paired with a palette of bright 
colors, but the visual effect is relatively messy. The model 
designed for research has a visual effect similar to that of the 
source color palette and professional designers in terms of color 
matching. The experimental results of K. Qiu et al. show that 
integrating visual aesthetics can effectively improve the color 
matching effect of network models, and has lower 
computational complexity [32]. In addition, in the experimental 
analysis of color matching effect evaluation, the subjective 
score of the color palette generated by the proposed method 
reached the highest of 4.25, with an average of 3.81. Compared 
with the Pix2Pix network model without integrating visual 
aesthetics, it improved by 027 and 0.39, respectively. 
Meanwhile, the matching effect of this method is closer to the 
matching scheme designed by professional designers and the 
color matching effect of the source palette. The method 
proposed by the research institute also performs well in 
subjective evaluation. And the data predicted by the color 
palette visual aesthetic evaluation model is relatively close to 
the actual values. Among them, the predicted data of sample 8's 
model only differs by 0.05 from the true value, indicating that 
the color palette visual aesthetic evaluation model designed in 
the study has good predictive performance. 

VI. CONCLUSION 

Currently, there are challenges in color matching, such as 
cumbersome design processes and severe homogenization. To 
achieve intelligent color matching scheme design and 
development, a computer-aided design method based on image 
processing and VP was introduced. For image main color 
extraction, a SC-based image main color adaptive extraction 
model was introduced. Meanwhile, a color matching evaluation 
method combining VP and similarity measurement was 
introduced. In addition, a color matching model based on visual 
aesthetics was designed. These results confirmed that in the 
main color extraction of natural landscapes, animals, and 
people, the image main color extraction based on SC had the 
best results. Meanwhile, the main color extracted by this 
method was more closely matched with the source image, 
which more effectively extracted representative colors. In the 
validation of the color palette aesthetic evaluation model, the 
data predicted by the color palette visual aesthetic evaluation 
model were relatively close to the actual values. The model 
prediction data of sample 8 only differ by 0.05 from the true 
value. In the validation of Pix2Pix based on visual aesthetics, 
the designed model achieved visual effects similar to those of 
the source color palette and professional designers in color 
matching. Moreover, its computational complexity basically 
met the real-time requirements. In addition, the subjective score 

of the color palette generated by the proposed method reached 
a maximum of 4.25, with a mean of 3.81, which was 027 and 
0.39 higher than the Pix2Pix without integrating visual 
aesthetics, respectively. The average similarity of color palettes 
in the design scheme of the Pix2Pix network model based on 
visual aesthetics is as high as 0.807, which is 0.043 higher than 
the scheme designed by the designer. And the average 
comprehensive evaluation index of the method proposed by the 
research institute is as high as 0.798, which is 0.158 higher than 
the Pix2Pix network model without integrating visual aesthetics. 
Meanwhile, the matching effect of this method was closer to the 
matching scheme designed by professional designers and the 
color matching effect of the source palette. Overall, the 
proposed color matching computer-aided design method 
achieved significant results and had significant practical 
application value. However, the designed SC-based image main 
color adaptive extraction model has a high time complexity. 
Subsequent research can further improve algorithm efficiency 
while ensuring adaptive conditions are met. 
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