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Abstract—Football is both a popular sport and a big business. 

Managers are concerned about the important decisions that team 

managers make when it comes to player transfers, player 

valuation issues, and particularly the determination of market 

values and transfer fees. Market values are important because 

they can be thought of as estimates of transfer fees or prices that 

could be paid for a player on the transfer market. Football 

specialists have historically estimated the market. However, 

expert opinions are opaque and imprecise. Thus, data analytics 

may offer a reliable substitute or supplement to expert-based 

market value estimates. This paper suggests a quantitative, 

objective approach to value football players on the market. The 

technique is based on applying machine learning algorithms to 

football player performance data. To achieve this objective, 

Decision Tree Regression (DTR) was employed to predict the 

market value of football players. Additionally, two novel 

metaheuristic algorithms, Honey Badger Algorithm (HBA) and 

Jellyfish Search Optimizer (JSO), were utilized to enhance the 

performance of the DTR model. The experiment made use of FIFA 

20 game data that was gathered from sofifa.com. In addition, it 

aims to examine the information and pinpoint the key elements 

influencing market value assessment. The trial results showed that 

the DTJS hybrid model performed better in predicting the 

participants' market pricing than other algorithms. With an R2 

value of 0.984 and the lowest error ratio when compared to the 

baseline, it gets the highest accuracy score. Lastly, it is thought 

that these findings may be crucial in the discussions that occur 

between football teams and the agents of players. This strategy 

may be used as a springboard to expedite the negotiation process 

and provide a quantifiable, objective assessment of a player's 

market worth. 
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I. INTRODUCTION 

A. Background 

Regarding players and viewers, football is the most popular 
sport in the world [1]. $27 billion was estimated to have been 
made by European football teams alone in 2017 [2]. Therefore, 
it becomes a key contributor to the world economy [3]. The 
market for football players has grown significantly over the last 
several decades, and their worth currently exceeds $100 𝑀 [4]. 
These rates are much greater than historical trade numbers when 
contrasted with the average rate of inflation [5]. 

Choosing players is the most important management choice 
football teams have to make. Player transfers have a big 
influence on a team's chances of winning. As a result, scholars 

from various fields have investigated the variables influencing 
transfer fees [6]. Researchers' attention has recently been 
focused on player market pricing. The player's market value is 
the amount a club might demand to transfer a player's contract 
to another team [7]. Market values play a significant part in 
transfer discussions because they provide estimates of transfer 
fees, even if transfer fees represent the real prices paid in the 
market [8]. Market prices have always been important to 
football experts like team managers and sports finalists, but in 
recent years, crowdsourcing websites like Transfermarkt 
(𝑤𝑤𝑤. 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑚𝑎𝑟𝑘𝑡. 𝑐𝑜𝑚)  have shown to help assess 
market values [9]. 

Nonetheless, there is a lack of widespread use of data-driven 
techniques for determining market value in football [10]. The 
literature has given a detailed account of the difficulty in 
identifying the critical elements that influence football players' 
market value [11–14]. Numerous variables were discovered in 
the literature, and these indications are divided into three groups: 
player attributes, player effectiveness, and player popularity. 
According to certain research, the dependent variable (market 
value) and certain of these variables, like age, have nonlinear 
relationships [15,16], and [17]. Over the last 20 years, machine 
learning has become a critical component in turning football 
data into actionable insights that teams and coaches can use to 
assess opponents and make better judgments at the moment [18]. 
There hasn't been much research done on football analytics 
using machine learning methods. The main reason for this is that 
there isn't a complete player dataset, which is problematic since 
teams with significant financial resources may be the only ones 
able to compile such detailed player data [19]. 

Video games such as FIFA and Football Manager (𝐹𝑀) are 
regarded as additional data sources in football analytics. Clubs 
and academics have been using video games as alternative data 
sources since 2014 [20]. Shin and Robert forecasted the 
outcomes of the matches using data from the FIFA video game. 
They discovered that machine learning programs using this data 
can produce highly accurate predictions [21, 22]. This study 
presents an efficient machine-learning technique that was 
created with the 𝐹𝐼𝐹𝐴 20 dataset. This collection contains the 
different performance ratings of almost 17,000  players [23]. 
The shooting, passing, and dribbling scores of players are 
displayed through their attributes in this dataset. It is possible to 
assess the players' performances from the previous season by 
using this dataset. As far as awareness goes, the employment of 
linear regression models has ignored the fact that certain factors 
have nonlinear relationships with player values. This suggests 
that nonlinear regression techniques (𝑠𝑢𝑐ℎ 𝑎𝑠 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑡𝑟𝑒𝑒𝑠) 
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may perform better than the conventional strategy that has been 
documented in the literature. 

B. Literature Review 

Al-Asadi and Tasdemir [24] proposed an objective and 
quantitative method for determining football players' market 
values by applying machine learning algorithms to players' 
performance data from FIFA 20 video game data collected from 
sofifa.com. Four regression models—linear regression, multiple 
linear regression, decision trees, and random forests—were 
utilized to estimate market values and analyze the data to 
identify influential factors. The experimental results indicated 
that the random forest algorithm outperformed other models, 
achieving the highest accuracy score and lowest error ratio 
compared to baseline methods. This study demonstrated the 
effectiveness of the proposed methods in valuing football 
players, surpassing previous works in this area. Additionally, the 
findings suggested implications for negotiations between 
football clubs and players' agents, as the proposed model could 
simplify the negotiation process and provide an objective 
quantitative estimate of a player's market value. Herm et al. [25] 
investigated the evaluation process within a community, 
assessing the accuracy of its estimated market values and 
determining the most influential attributes for market-value 
evaluations. By demonstrating the community's ability to predict 
actual transfer fees, the study revealed that these evaluations can 
be largely explained by an econometric model consisting of two 
blocks of determinants: variables directly linked to players' 
talent and variables resulting from judgments by external 
sources, such as journalists. By reorganizing variables used in 
previous studies into these two blocks, the research offered a 
more nuanced perspective on the popularity of players compared 
to recent literature on the "superstar phenomenon." Behravan 
and Razavi [26] proposed a novel method for estimating football 
players' market values using the FIFA 20 dataset. It comprised 
two phases: automatic clustering of the dataset into position-
based clusters, and the use of a hybrid regression model 
combining particle swarm optimization (PSO) with support 
vector regression (SVR) to predict market values for each 
cluster. The results demonstrated the effectiveness of the 
method, achieving a 74% accuracy rate. PSO outperformed 
other metaheuristics, indicating its superiority in this context. 
This approach contributed to advancing data-driven player 
valuation methods, offering potential improvements in accuracy 
for football market assessments. 

C. Objective 

This study delves into the critical task of predicting the 
market value of soccer players using Decision Tree Regression 
(DTR). Recognizing the dual impact of player market value on 
both the economic and cultural fabric of teams and society, 
accurate valuation metrics are imperative for informed decision-
making in player acquisitions. To augment the predictive 
capabilities of the DTR model, we introduce two innovative 
optimizers: the Jellyfish Search Optimizer (JSO) and the Honey 
Badger Algorithm (HBA). In this study, we propose the 
development of hybrid models by integrating DTR with each 
optimizer, resulting in the creation of the DTJS (Decision Tree 
+ JSO) and DTHB (Decision Tree + HBA) models. These 
hybrid approaches aim to leverage the complementary strengths 
of DTR and the respective optimizers, thereby enhancing the 

accuracy and robustness of player valuation predictions. To 
rigorously evaluate the effectiveness of these hybrid models, 
comprehensive performance evaluations are conducted. These 
evaluations encompass a range of metrics and analyses to assess 
predictive accuracy, model stability, and generalization 
capabilities across diverse datasets. 

DTR was chosen for its interpretability, simplicity, and 
effectiveness in handling both numerical and categorical data, 
making it suitable for modeling the complex, non-linear 
relationships in soccer player market values. To enhance the 
DTR model’s performance, the HBA and JSO were employed. 
HBA, inspired by the strategic foraging behavior of honey 
badgers, optimizes the model by effectively exploring the 
parameter space and avoiding local optima. JSO, simulating 
jellyfish movement patterns, fine-tunes the model parameters to 
achieve an optimal balance between bias and variance. 
Integrating these optimizers with DTR aims to create hybrid 
models (DTJS and DTHB) that combine the decision tree’s 
robustness with the advanced optimization capabilities of HBA 
and JSO, resulting in enhanced accuracy and reliability in 
predicting soccer players' market values. 

II. DATASETS AND METHODOLOGY 

A. Data Gathering 

The dataset for predicting soccer players' market value is 
sourced from sofifa.com. This study's dataset comes from 
(https://www.openml.org/search?type=data&status=active&id
=43604), which includes real-world statistical records and the 
FIFA 19 video game database. This large dataset required data 
engineering to make it acceptable for evaluating the market 
worth of players with diverse playing positions in well-known 
football leagues. Originally, it contained 53 attributes for 491 
sampled players. Fig. 1 shows the comprehensive player 
attributes and performance metrics available in the FIFA 20 
game data. In the selection process, active players in the FIFA 
20 game are considered, ensuring a broad representation of 
player positions to capture diverse playing styles. The dataset 
incorporates various input variables, including demographic 
information such as age and international reputation, technical 
skills like weak foot, skill moves, short pass, finishing, heading 
accuracy, crossing, volleys, curve, dribbling free kick accuracy, 
long pass, and ball control, as well as physical attributes such as 
height, weight, sprint speed, acceleration, agility, stamina, shot 
power, balance, jumping, reactions, and strength. 

Additionally, key performance metrics like goals, assists, 
and shots on goal, yellow cards, and red cards are included, 
along with potential and overall ratings. The dataset also 
encompasses mental attributes, covering aggression, 
interception, positioning, vision, penalties, composure, and 
marking, standing tackle, and sliding tackle. The data collection 
process involves systematic extraction from the sofifa.com 
database using web scraping techniques, ensuring accuracy and 
consistency. Subsequently, the dataset undergoes a meticulous 
cleaning process to address missing values, outliers, and 
inconsistencies, enhancing its integrity and reliability for 
subsequent analyses. 

The choice of utilizing FIFA 20 game data from sofifa.com 
holds particular relevance to this study for several reasons. 
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Firstly, FIFA 20 is one of the most widely played and recognized 
football simulation video games globally, capturing a vast array 
of player attributes and performance metrics. By leveraging this 
extensive dataset, which is regularly updated to reflect real-
world player performances and transfers, we ensure the 
inclusion of current and comprehensive player data in our 
analysis. Furthermore, sofifa.com serves as a reputable and 
reliable source for FIFA player data, providing structured and 
standardized information that facilitates systematic analysis and 
comparison across players. The accessibility and completeness 
of the data available on sofifa.com enable researchers to 
construct robust predictive models and conduct rigorous 
evaluations of player valuation methodologies. 

B. Decision Tree Regression (DTR) 

One kind of tree− based structure used to forecast the 
dependent variable's numerical results is decision tree 
regression. An implementation of Quinlan's 𝑀5  algorithm is 
also referred to as the 𝑀5𝑃 algorithm [27]. 𝑀5𝑃 is a tree-based 
structure similar to 𝐶𝐴𝑅𝑇 (classification and regression tree); 
however, it has multivariate linear models instead of regression 
trees with values at the leaves like in CART. Furthermore, the 
M5P method typically produces smaller model trees than the 
CART algorithm's tree. The following describes how decision 
tree regression operates. 

First, a tree is constructed using a traditional decision-tree 
approach. This decision tree uses a splitting criterion that lower 

the intra-subset volatility in the class values of instances that 
descend each branch. The root node is determined by selecting 
the property that maximizes the projected reduction in error. Eq. 
(1)'s formula is used to compute the standard deviation decrease. 

𝑆𝐷𝑅 = 𝑠𝑑(𝑇) − ∑
𝑇𝑖

|𝑇|
× 𝑠𝑑(𝑇𝑖)𝑖   (1) 

The tree is then trimmed back to just a few leaves. 
Ultimately, a smoothing process is employed to mitigate the 
abrupt changes in slope that will unavoidably transpire among 
neighboring linear models at the tree's leaves after pruning [28]. 

C. Jellyfish Search Optimizer (JSO) 

The JFS optimizer is controlled by three pillars and takes its 
cues from the movements of jellyfish. The first pillar states that 
the jellyfish can travel either within their swarm or toward the 
ocean current [29]. By alternating between these two forms, the 
temporal control (TC) mechanism can regulate the movements 
of the jellyfish. The jellyfish are lured to their locations when 
there is an adequate supply of food, which is the second pillar. 
The third pillar is that the quantitative objective function is used 
to characterize the amount of food [30]. The jellyfish population 
is randomly initialized during chaotic logistic mapping, and it 
can be expressed as follows: 

𝑋𝑖(𝑡 + 1) = 4𝑃0(1 − 𝑋𝑖), 0 ≤ 𝑃0 ≤ 1  (2) 

 
Fig. 1. Correlation matrix to analyze the relationships between input and output variables. 
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where, 𝑃𝑜 indicates the starting jellyfish population, which 
may produce a value of 𝑃0 ∈ (0,1) ; 𝑃0 ∉
{0.0, 0.25, 0.75, 0.5, 1.0} , and 𝑋𝑖   reflects the 𝑖𝑡ℎ  jellyfish 
logistic chaotic value. 

The time control function CF(t) in comparison to a constant 
𝐶𝑂0 is one of the two key components of the TC [31]. Here is 
how the time control function is computed: 

𝐶𝐹(𝑡) = |(1 −
𝑡

𝑀𝑎𝑥𝑖𝑡𝑒𝑟
) × (2 × 𝑟𝑎𝑛𝑑(0,1) − 1)|  (3) 

where 𝑡 and 𝑀𝑎𝑥𝑖𝑡𝑒𝑟  stand for the number of iterations and 
the maximum number of iterations, respectively. 

While the value of 𝐶𝑂0 is fixed at 0.5, the value of 𝐶𝐹(𝑡) 
varies with time, ranging from 0 to 1. When the 𝐶𝐹  value is 
greater than the 𝐶𝑂𝑜  value, the jellyfish will migrate in the 
direction of the ocean current [32]. The average of each 
jellyfish's vectors to the optimal jellyfish site is used to 
determine the direction of this current. Therefore, each 
jellyfish's new location is determined using the formula shown 
in Eq. (4): 

𝑋𝑖(𝑡 + 1) = 𝑅 × (𝑋∗ − 3 × 𝑅 × 𝜇) + 𝑋𝑖(𝑡) 

𝑋𝑖(𝑡 + 1) = 𝑅 × (𝑋∗ − 3 × 𝑅 × 𝜇𝑐) + 𝑋𝑖(𝑡) 

𝜇𝑐 =
∑ 𝑋𝑖(𝑡)
𝑟𝑟
𝑖=1

𝑟𝑟
 

(4) 

where, 𝑅 is a random quantity within the range [0 − 1], and 
the optimal jellyfish position at that precise instant is shown by 
𝑋∗ , whereas the parameter (𝑚)  indicates the mean of all 
jellyfish locations in the swarm. 

The jellyfish will go into the swarm when 𝐶𝐹 is less than 
𝐶𝑂0. Two types of mobility within a swarm are covered: passive 
(𝑇𝑦𝑝𝑒 𝐴)  and active (𝑇𝑦𝑝𝑒 𝐵) . The majority of jellyfish in 
(Type A) are moving around their own positions, as shown by 
Eq. (5), with each jellyfish's position being updated: 

𝑋𝑖(𝑡 + 1) = 0.1 × 𝑅 × (𝑈𝑏 − 𝐿𝑏) + 𝑋𝑖(𝑡) (5) 

where, the search spaces' 𝑢𝑝𝑝𝑒𝑟  and 𝑙𝑜𝑤𝑒𝑟  bounds are 
indicated, individually, by 𝑈𝑏 and 𝐿𝑏. 

A vector that extends from the jellyfish of interest (𝑖) to the 
randomly selected jellyfish (𝑗) of 𝑡𝑦𝑝𝑒 𝐵 which is not the one 
of interest determines the direction of movement. This kind of 
effective local search space exploitation is seen in Eq. (6), where 
the selected jellyfish's updated position is mimicked. 

𝑋𝑖(𝑡 + 1) =

{
𝑋𝑖(𝑡) + 𝑅 × (𝑋𝑗(𝑡) − 𝑋𝑖(𝑡)) 𝑖𝑓 𝑓(𝑋𝑖) ≥ 𝑓(𝑋𝑗)

𝑋𝑖(𝑡) + 𝑅 × (𝑋𝑖(𝑡) − 𝑋𝑗(𝑡)) 𝑖𝑓 𝑓(𝑋𝑖) < 𝑓(𝑋𝑗)
  

(6) 

where, 𝑓  stands for the jellyfish location 𝑋′𝑠  objective 
function value. 

Types A or B are chosen based on the TC mechanism. When 
comparing the term (1 -CF(t)) with a random number in the 
range of [0-1], it is important to keep this in mind. If this is more 
than the calculated value of (1 −  𝐶𝐹(𝑡)), type A motion is 
shown by the 𝐽𝑆𝑂 . Conversely, jellyfish travel in a 𝑡𝑦𝑝𝑒 𝐵 
motion in the case that the random number is less than the 
computed result. To be explicit, type B motion is favored over 
time, while 𝑡𝑦𝑝𝑒 𝐴  motion is selected at the start condition 
when the 𝑇𝐶 function quickly decreases from 1 to 0 over time. 

A jellyfish will return to the reverse limit if it goes past the 
search zone's boundaries as stated in Eq. (7). 

{
𝑋𝑖,𝑑
′ = (𝑋𝑖,𝑑 − 𝑈𝑏,𝑑) + 𝐿𝑏(𝑑) 𝑖𝑓  𝑋𝑖,𝑑 > 𝑈𝑏,𝑑

𝑋′
𝑖,𝑑 = (𝑋𝑖,𝑑 − 𝐿𝑏,𝑑) + 𝑈𝑏(𝑑) 𝑖𝑓  𝑋𝑖,𝑑 < 𝐿𝑏,𝑑

  (7) 

where, 𝑋𝑖,𝑑 represents the location of the 𝑖𝑡ℎ jellyfish in the 

dth dimension, which is updated following a study of the limit 
constraints. Fig. 2 presents the flowchart of the JSO. 

 

Fig. 2. The JSO's flow chart. 
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D. Honey Badger Algorithm (HBA) 

The properties of the 𝐻𝐵𝐴 are given in detail in this section 
[33]. The way honey badgers forage impacted the design of the 
𝐻𝐵𝐴. The honey badger locates its food primarily via smell, 
although it also employs digging as a backup strategy. To find 
and enter the hives, the honey badger depends on honey-guide 
birds [34]. The first strategy was called the "digging phase," 
while the second strategy was called the "honey phase," after the 
people who created the algorithm. Movement is controlled by 
the honey badger's sensitivity to smell; a strong fragrance will 
cause it to move more quickly, and vice versa [33]. The 
following are the primary phases of the 𝐻𝐵𝐴 and the associated 
equations: 

The issue space's upper (𝐻𝑈)  and lower (𝐻𝐿)  limits are 
used to identify the first possible solution during the 
initialization procedure [35]. Consequently, the initial solutions 
are stochastic sets, which can be generated using the subsequent 
procedure in accordance with Eq. (8) [33]. 

𝐻𝑖 = 𝐻𝐿 + 𝑟1(1, 𝐷) × (𝐻𝑈 − 𝐻𝐿), 𝑖 = 1,2, … , 𝑁  (8) 

where, 𝑁  is the number of solution providers (honey 
badgers), 𝐻 is the total number of possible solutions, and 𝐷 is 
the dimension of the solution. 

Position updates: At this stage, the candidates' coordinates 
are updated for 𝐻𝑛𝑒𝑤 . This could entail, for example, using a 
method that employs the digging or honey stages. 

Digging phase: The strength of the predator's scent and the 
distance between the honey badger (agent) and the prey (𝑃) 
affect the possible search subjects' movements during this phase. 
The polarized honey badger excavates in a circular region [36]. 
The stated formula for its motion is as follows: 

𝐻𝑛𝑒𝑤 = 𝑃 + 𝐹𝑔 × 𝛽 × 𝐼𝑛 × 𝑃 + 𝐹𝑔 × 𝑟3 × (𝑃
− 𝐻𝑖) × (𝑐𝑜𝑠2𝜋𝑟4) × (1
− 𝑐𝑜𝑠2𝜋𝑟5) 

(9) 

where, 𝛽  is the capacity of an insect to gather food. 
According to [33], there is a maximum value of 6 for 𝛽. The 𝑟3, 

𝑟4, and 𝑟5 are random variables with a range of 0 to 1, chosen 
from a uniform distribution, and the intensity is 𝐼𝑛 . The 
following process yields the 𝐹𝑔 , an indication of the search 
direction: 

𝐹𝑔 = {
1          𝑖𝑓 𝑟6 ≤ 0.5
−1               𝑖𝑓 𝑒𝑙𝑠𝑒   

 (10) 

Honey phase: Honey badgers use the honey phase to move 
in relation to the honey lead bird when searching for beehives. 
The study in [33] used the following formula to calculate the 
honey phase: 

𝐻𝑛𝑒𝑤 = 𝑃 + 𝐹𝑔 × 𝑟7 × 𝜎 × (𝑃 − 𝐻𝑖) (11) 

where 𝑟7 is a random number with values ranging from 0 to 
1, and 𝑃 is the best answer found thus far. 

Intensity modeling since the honey badger's behavior is 
determined by its perception of insect scent, [33] developed the 
next formula for each candidate's scent intensity 𝐼𝑛𝑖 of the prey. 

𝐼𝑛𝑖 = 𝑟2 ×
(𝐻𝑖 −𝐻𝑖+1)

2

4𝜋(𝑃 − 𝐻𝑖)
 (12) 

where,𝑟2  is a random value in the interval [0, 1] and 𝑃 
represents the prey's location. 

Modeling density parameter (𝑠𝑖𝑔𝑚𝑎): Hashim et al. state 
that the sigma value controls transmission between the local and 
global search phases [33]. According to the hypothesis put forth 
by Hashim et al. [33], beta is represented across the iterations as 
follows: 

𝜎 = 𝐶 × exp (
−𝐼𝑇

𝐼𝑇𝑚𝑎𝑥

) (13) 

where, 𝐼𝑇  and 𝐼𝑇𝑚𝑎𝑥  stand for total iterations and current 
iterations, respectively. It was suggested that the value of the 
constant 𝐶 have a value of 2. Fig. 3 presents the flowchart of the 
HBA. 

 

Fig. 3. The flowchart of the HBA. 
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E. Performance Evaluators 

Various measures are outlined in this section to evaluate the 
performance of hybrid models, including correlations and error 
levels. Mean Square Error (𝑀𝑆𝐸) , Root Mean Square Error 
(𝑅𝑀𝑆𝐸) , U95, Prediction Interval (PI), and Coefficient 
Correlation (R2) are among the metrics that are being examined. 
Below is a list of the matching formulas for each of these 
measurements. 

𝑅2 = (
∑ (𝑏𝑖−�̅�)(𝑚𝑖−�̅�)𝑛
𝑖=1

√[∑ (𝑏𝑖−�̅�)
2𝑛

𝑖=1 ][∑ (𝑚𝑖−�̅�)2𝑛
𝑖=1 ]

)

2

  (14) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑚𝑖 − 𝑏𝑖)

2𝑛
𝑖=1   (15) 

𝑈95 =
1.96

𝑛
√∑ (𝑚𝑖 − 𝑏𝑖)

2 + ∑ (𝑚𝑗 − 𝑏𝑗)
2𝑛

𝑗=1
𝑛
𝑖=1   (16) 

MSE =  
1

𝑛
∑ (𝑚𝑖 − 𝑏𝑖)

2𝑛
𝑗=1   (17) 

𝑃𝐼 = ± 𝑡 × 𝑆𝐸 × √(1 +
1

𝑛
 +  

(𝑥∗−�̄�)2

𝛴(𝑥𝑖−�̄�)
2)  (18) 

Alternatively, the variables can be represented in the 
following manner: 

 The sample size is denoted by 𝑛. 

 The predicted value is represented by 𝑏𝑖. 

 𝑚  and 𝑏 , respectively stand for the measured and mean 
predicted values. 

 The measured value is denoted by 𝑚𝑖. 

 The critical value from the 𝑡 −distribution is based on the 
desired level of confidence and the degrees of freedom 
denoted by 𝑡. 

 SE is the Standard Error of the Estimate, a measure of the 
variability of the model's predictions. 

 The value of the predictor variable for which the 
prediction is being made is represented by 𝑥∗. 

 The mean of the predictor variable in the dataset is 
represented by �̄�. 

III. RESULT AND DISCUSSION 

In this segment, the outcomes from the created models are 
examined and compared, employing visual representations to 
gauge their accuracy and precision. The evaluation of the hybrid 
DTR+HBA (DTHB), DTR+JSO (DTJS), and DTR single-mode 
models took place across three sections: training, validation, and 
testing. 

A. Convergence Curve 

The convergence curve in Fig. 4 graphically depicts the 
evolution of an iterative optimization method over time. It 
shows how the algorithm's objective function value changes 
with each iteration, showing whether it is approaching the 
optimal answer. In the context of optimization problems, an 
algorithm approaches convergence when it continuously 
minimizes or maximizes the objective function until it reaches a 
stage where further iterations only yield small improvements. 

As evident from Fig. 4, the DTJS model achieved optimal 
performance significantly faster than the DTHB model. The 
DTJS model exhibited a steady decline in error rate from the 
outset, reaching an optimal level with minimal error. In contrast, 
the DTHB model commenced with a high error rate and 
remained consistently elevated throughout training. 

 

Fig. 4. Convergence curve of hybrid models. 

B. Models Comparison 

Table I displays the results of the developed models that are 
on display. Five distinct metric values and three distinct sections 
have been used to compare the models. Train, Validation, and 
Test comprise the sections. The metric values are U95, PI, R2, 
RMSE, and MSE. The best-performing model is indicated by 
values in RMSE, MSE, U95, and PI that approach zero, while 
the highest-performing model is indicated by values in R2 value 
that approach one. For instance, the DTJS model performs better 
than the other two models in the Train segment at the RMSE 
metric value, while the DT model is the poorest. 

The DTJS model also performs flawlessly in the validation 
stage. The DTJS model performs best in the test section at R2 
value, while the DTHB model is the second-best model. The 
DTHB model is the weakest in the validation stage at the MSE 
value. The DTHB model is the second-best in the Test section 
based on the U95 value. The DTJS model has the best 
performance in the Train section's PI value. 
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TABLE I.  THE OUTCOME OF THE SHOWCASED DEVELOPED MODELS 

Section Model 
Metric values 

RMSE R2 MSE U95 PI 

Train 

DT 4E+06 0.958 1.58E+13 1.10E+07 0.104 

DTHB 3E+06 0.971 1.13E+13 9.30E+06 0.087 

DTJS 2E+06 0.984 6.11E+12 6.85E+06 0.064 

Validation 

DT 3E+06 0.956 7.89E+12 7.78E+06 0.097 

DTHB 3E+06 0.965 8.39E+12 7.45E+06 0.100 

DTJS 2E+06 0.973 4.85E+12 6.09E+06 0.076 

Test 

DT 4E+06 0.924 1.43E+13 1.04E+07 0.184 

DTHB 3E+06 0.954 1.04E+13 8.31E+06 0.155 

DTJS 2E+06 0.971 5.36E+12 6.10E+06 0.111 

All 

DT 4E+06 0.955 1.44E+13 1.05E+07 0.111 

DTHB 3E+06 0.969 1.07E+13 9.02E+06 0.095 

DTJS 2E+06 0.982 5.81E+12 6.67E+06 0.070 

     

 

Fig. 5. The scatter plot of the dispersion of evolved hybrid models. 
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The scatter plot of the dispersion of evolving hybrid models 
is displayed in Fig. 5. The Y-axis indicates the anticipated value, 
and the X-axis displays the measured value. The population 
surrounding the central line, representing the R2 value, fills up 
to show that the model with the best performance is in the center. 
The portions are color-coded for clarity, as shown in Fig. 5. An 
underestimation is shown when the population is below the 
center line, and an overestimation is indicated when the 
population is above the center line. The strong performance of 
the model is shown if the linear line is in close alignment with 
the center line and does not exhibit any discernible angle 
between them. It is clear from Fig. 5 comparison of the diagrams 
for these three models that the DTJS model performs flawlessly 
in contrast to the DTHB and DT models. 

A comparison of the measured and predicted values is 
presented in Fig. 6. A visual representation of the model's 
prediction accuracy is provided by the congruence between the 
measured circle and the forecasted line. A high degree of 
accuracy is shown by a close fit between the measured circle and 
the anticipated line; deviations, on the other hand, point to a 
lower level of performance. For instance, the DTJS model 
scored well in the Train part since only a small percentage of the 

measured circles had a distance greater than the predicted line. 
The validation component of this model performs much better 
than the test section. The forecast of the DTJS model closely 
matches the observed data. 

This model performed worse because fewer predicted lines 
had a distance with measured circles in the Train part of the 
DTHB model than the DTJS model. Both in the test and 
validation sections, the DTHB model performs admirably. 
When compared to the DTJS and DTHB models, the DT model 
performs the worst in the test segment. There is too much space 
between the measured circle and the anticipated line. However, 
this model performs satisfactorily in the Validation and Train 
part. 

The error percentage of the models based on the column plot 
is displayed in Fig. 7. When the error rate is close to zero, the 
model is performing admirably. For example, in the DTJS 
model, the maximum error rate in the Train portion is 80%, 
although the error rate varies between (-40) and (80). Compared 
to the other two models, this one has the lowest maximum error 
rate (84.37%) and performs the best. 

 

 

 
Fig. 6. The comparison of predicted and measured values. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 6, 2024 

470 | P a g e  

www.ijacsa.thesai.org 

 

 

 
Fig. 7. The error percentage of the models is based on the column plot. 

The highest error rate in the DTHB model is 141.89%, which 
is more than the error rate in the DTJS model. The Test part of 
the DTHB model contains the maximum error rate. The error 
rate varies from (-22) to (130) in the validation section. In this 
investigation, this model performs the second-best. Compared to 
the DTJS and DTHB models, the maximum error rate in the DT 
model is 390%, which is the highest mistake rate. The Train 
section of this model has the highest inaccuracy rate. The 
Validation part of this model has the lowest error rate. 

The suggested models' distribution plot errors are displayed 
in Fig. 8. The x-axis denotes errors, while the 𝑦 −axis represents 
their corresponding frequency. When numbers on the x-axis 

come close to zero, the model's error rate is diminished. The 
vertical line that appears exactly above zero signifies that a well-
defined, sharp, conical shape, a feature of a normal distribution, 
emerges as values go closer to zero. 

The conical form denotes left skewness if it extends to the 
left of this vertical line and right skewness if so. A conical shape 
that is sharper indicates that the model performs better than other 
models. For instance, it is clear from the Train section that, when 
compared to the DTHB and the DT model, the DTJS model has 
the best acute conical shape. Every section of the DTJS model 
is perfectly shaped like a sharp conical. 
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Fig. 8. The distribution plot errors of proposed models. 

C. Attributes Analysis 

The attribute analysis is shown in Fig. 9, where different 
inputs show how much of an impact each has on soccer players' 
market worth. For example, when a soccer player has poor ball 
control, it has less effect on their market value, but when they 
have good ball control, their market value is greatly affected. 
Interestingly, Fig. 9 shows that age is a significant factor that 

influences a player's market worth in a noticeable way. A 
player's market worth will decrease if their interception abilities 
deteriorate. Lower priority qualities add very little to market 
worth, such as heading accuracy, dribbling, crossing, and 
leaping. On the other hand, the most significant variables 
impacting soccer players' market worth are interceptions, age, 
ball control, and responses. 
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Fig. 9. The SHAP sensitivity analysis of the best models. 

D. Comparing with Published Papers 

Table II presents a comparative analysis of the best 
prediction models from various published papers against the 
model proposed in the present study. The table highlights the R² 
values, which indicate the proportion of variance in the market 
value of soccer players that is predictable from the models. 

The comparative analysis clearly demonstrates that the 
DTJS model proposed in the present study outperforms the 

models from the referenced papers in terms of predictive 
accuracy. The R² value of 0.982 indicates that the DTJS model 
explains a higher proportion of the variance in soccer player 
market values, underscoring its effectiveness and potential 
application in real-world scenarios. This highlights the value of 
incorporating advanced optimization techniques such as JSO 
into traditional regression models to significantly enhance their 
performance. 
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TABLE II.  COMPARITIVE ANALYSIS BETWEEN THE PRESENT PAPER AND 

PUBLISHED PAPERS 

Paper Best prediction model R2 

[37] SVR-PSO 0.74 

[38] XGB 0.77 

[39] RFR 0.95 

Present Paper DTJS 0.982 

IV. CONCLUSION 

This study proposes a novel approach to valuing soccer 
players using machine learning algorithms. The proposed 
method, the DTJS hybrid model, effectively combines DTR 
with the JSO, and the DTHB hybrid model combines the DTR 
with the HBA metaheuristic algorithms to achieve superior 
prediction accuracy in estimating player market values. The 
experimental results on FIFA 20 game data demonstrate the 
effectiveness of the DTJS hybrid model, outperforming other 
algorithms in terms of performance evaluators, including 
RMSE, R2, MSE, U95, and PI. These findings suggest that 
machine learning holds the capacity to bring about substantial 
changes in player valuation within the football league. By 
providing a more objective and quantitative assessment of 
player worth, machine learning models can potentially lead to 
more informed transfer negotiations, enhanced decision-making 
by football teams and player agents, and a more efficient and 
transparent transfer market overall. As indicated by the results 
presented in the study, the R2 value in the training section of the 
DTJS model stands at 0.984, surpassing both the DT and DTHB 
models. The DTJS model emerges as the most effective in this 
study for predicting the market values of players, showcasing 
exceptional performance in the prediction task. The study 
demonstrated advancements in predicting soccer players' market 
values using the DTJS and DTHB models. However, the dataset 
was limited to FIFA 20 game data from sofifa.com, which may 
not capture all real-world complexities. The data represented a 
specific point in time, so the model's predictions might not 
remain accurate without regular updates. Additionally, relevant 
features like psychological factors and team dynamics were not 
included, potentially affecting prediction accuracy. The models 
showed high performance on the FIFA 20 dataset, but their 
applicability to other datasets or real-world scenarios requires 
further validation. Future research should integrate diverse and 
real-time data sources, including actual player transfer fees and 
performance statistics from various leagues. Regularly updating 
the dataset and retraining the models will help maintain 
accuracy. Expanding the feature set to include psychological 
assessments, social media presence, and fan base size could 
enhance predictive capabilities. Cross-dataset validation will 
help assess robustness and generalizability. Exploring advanced 
optimization techniques and machine learning methods, such as 
deep learning and ensemble learning, could further improve 
model performance. Addressing these areas can lead to more 
accurate, reliable, and generalizable models for predicting 
soccer players' market values, benefiting football clubs, agents, 
and analysts in their decision-making processes. 
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