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Abstract—Analyzing students' behaviour during online classes 

is vital for teachers to identify the strengths and weaknesses of 

online classes. This analysis, based on observing academic 

performance and student activity data, helps teachers to 

understand the teaching outcomes. Most Educational Data Mining 

(EDM) processes analyze students' academic or behavioural data; 

in this case, the accurate prediction of student behaviours could 

not be achieved. This study addresses these issues by considering 

student’s activity and academic performance datasets to evaluate 

teaching and learner outcomes efficiently. It is necessary to utilize 

a suitable method to handle the high dimensional data while 

analyzing Educational Data (ED), because academic data is 

growing daily and exponentially. This study uses two kinds of data 

for student behaviour analysis. It is essential to use feature 

reduction and selection methods to extract only important features 

to improve the student’s  behaviour analysis performance. By 

utilizing a hybrid ensemble method to get the most relevant 

features to predict students’ performance and activity levels, this 

approach helps to reduce the complexity of the feature -learning 

model and improve the prediction performance of the 

classification model. This study uses Improved Principal 

Component Analysis (IPCA) to select the most relevant feature. 

The resultant features of the IPCA are given as input to an 

ensemble method to select the most relevant feature sets to 

improve the prediction accuracy. The prediction is done with the 

help of Residual Network-50 (ResNet50) is combined with a 

Support Vector Machine (SVM) to classify students' performance 

and activity during online classes. This performance analysis 

evaluates the students’ behaviour analysis model. The proposed 

approach could predict the performance and activity of students 

with a maximum of 98.03% accuracy for online classes, and 
98.06% accuracy for exams. 

Keywords—Behaviour analysis; deep learning; educational data 

mining; student performance prediction; students activity 

monitoring; machine learning 

I. INTRODUCTION 

Educational Data Mining (EDM) [1] techniques help in 
understanding students' learning situations and improve the 
teaching support for better decision-making in the educational 
system. The modern education system, which is evaluated from 
offline learning to online teaching [2] and learning mode, 
assesses the outcomes [3] and teaching effects [4]. Online 
learning, which has been increasing significantly during the last 
decade, enables students to learn in a comfortable environment. 
Students are the core resources of any educational institution. 
The academic sectors must deal with many changing factors to 
offer quality education using offline and online systems. 
Management must implement innovative [5] and effective 

teaching and learner outcome evaluation methods [6] to improve 
the quality of their graduates. This also helps teachers to 
evaluate the learners’ effects to understand their condition easily 
by analyzing students' online data such as activity and 
behaviours [7], concentration levels, and academic performance 
[8]. These behavioural changes also affect learners’ academic 
performance. Hence it is necessary to keep track of students’ 
learning patterns by monitoring their activities and analyzing 
academic performance [9]. EDM techniques [10], which help in 
performing this monitoring and analyzing task, use Machine 
Learning (ML) [11], Deep Learning [12], Statistics, and other 
data mining techniques to analyze student behaviours and 
predict their performance. In addition, the COVID-19 pandemic 
forced the education system [13] to continue regular learning 
and teaching actions online. These changes made EDM an 
emerging research field to make the teaching and learning 
process more effective for online learning environments. 

A. Research Objective 

Researchers have utilized both quantitative and qualitative 
methodologies, revealing that students frequently exhibit 
unforeseen behaviours throughout online class sessions. So, the 
management implements some preventive actions by using 
many online data analytics tools to control the students. These 
online teaching platform-based devices produce many student 
activity and academic performance-related data. Proper 
utilization of analytics techniques in these ED gives better 
analysis results to predict student behaviours. Analyzing 
students' behaviours during the online platform is a vital part of 
teachers identifying their strengths and weaknesses. 

 This analysis of observed academic performance and 
student activity data helps teachers to understand the 
teaching outcomes. 

 Many Educational Data Mining (EDM) studies focus on 
either academic or behavioural data, yet in this instance, 
accurate prediction of student behaviours remained 
elusive. This study addresses these issues by considering 
both datasets to evaluate teaching and learner outcomes 
efficiently. 

 Employing an appropriate technique to manage the 
expanding high-dimensional educational data is essential 
due to its daily growth. 

 A prediction model is designed to investigate the same 
data types simultaneously. But it does not correlate 
students’ behaviours with academic performance. So, 
this study uses two different kinds of datasets for 
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performance analysis. Alternative methods of analyzing 
student behaviour and performance necessitate the 
implementation of an efficient model. 

The Hybrid DL model is developed by combining the 
Convolutional neural network with ResNet50 to perform this 
analysis for the prediction task. 

B. Paper Organization 

The remainder of the article is organized as: Section II 
discusses the various author's research opinion on the student’s 
performance prediction-based methods. Section III explains the 
student’s activity and performance prediction methods adopted 
in this research. Section IV gives details about the hybrid 
ensemble feature selection model. Results and analysis and 
discussion are given in Section V and Section VI respectively. 
Finally, Section VII concludes the paper. 

II. LITERATURE REVIEW 

Erick Odhiambo Omuvan [14] et al. (2021) described 
irrelevant and redundant information negatively influencing and 
creating complexity during selection operations in the 
classification algorithm. Principal Component Analysis (PCA) 
is utilized to support the ML-based classification models to 
improve the performance by avoiding irrelevant and redundant 
features. It selects the best feature combinations from the 
original data to support the ML classifiers. 

A. Jenul et al., 2021[15] presented a feature selection 
approach using the Repeated Elastic Net Technique (RENT) 
which uses an ensemble model with elastic net regularization. 
Each model is trained with different feature sets of data. It 
follows three strategies to evaluate the weightage distribution of 
features among all the elementary models, which leads to 
relevant feature selection with higher stability that improves the 
robustness of the final model. It also provides valuable data for 
the model analysis concerning identifying objects in the data that 
are difficult to predict during the training. The performance of 
the RENT, analyzed with different healthcare data, shows that 
RENT achieves better performance than other methods. 

Wen Xiao et al. (2021) [16] developed a hybrid feature 
selection method for student performance prediction. It uses 
score-based feature ranking and a heuristic approach to build the 
RnkHUE algorithm. The heuristic search strategy and forward 
ranking from the Genetic Algorithm (GA) help to select the 
significant features from the students’ dataset. Initially, it 
identifies the evaluation criteria based on considering student 
performance factors such as distance, information metrics, 
dependency, and consistency. The heuristic method finds the 
best subsets among all the features using the search strategy. 
Further, the selected candidate feature sets are used for feature 
selection to improve the prediction performance of the proposed 
approach. 

Ali AI Zawqari et al. (2022) [17] developed a flexible feature 
selection model for student performance prediction in four 
categories of student performance data. This prediction 
framework uses two concepts: improving the prediction 
performance with feature selection, and skipping feature 
engineering. Initially, features are embedded continuously and 
applied directly on an Artificial Neural Network (ANN) to 

perform prediction. The second approach uses all the embedded 
features to perform feature reduction with the help of Random 
Forest (RF) before performing the prediction. The evaluation 
results show that the feature selection-based model helps the 
prediction model to obtain a better accuracy of 93% for dropout 
prediction. This model also obtained 86% accuracy prediction 
for students’ pass grade and 88% prediction for distinction grade 
data. 

Sing R et al., (2021) [18] prepared a comprehensive study on 
the performance of various feature selection methods on 
students' academic data. It discusses the different contemporary 
approaches broadly used to foresee the educational outcome of 
the under study. It brings forth the fact that the academic 
performance of the enrolled students in any course has some 
patterns. Moreover, the feature choice predicts student 
performance to obtain significant results. 

R. Singh et al., 2020 [19], developed a Machine Learning 
(ML) based ensemble model to predict students' performance. 
This model utilizes the ensemble of Decision Tree (DT), K-
Nearest Neighbour (K-NN), extra tree, and Naive Bayesian 
(NB) methods. It uses bagging-based boosting methods for 
performance prediction. The ensemble model accuracy is 
improved to 86.83% for the students’ performance dataset. The 
results show that the NB performs well compared to other 
models. However, the complex structure of ensemble models 
failed to obtain a reliable accuracy level with NB. 

Hussain et al., 2021 [20] prepared an automatic students' 
marks and grade forecasting framework using ML models. A 
Genetic Algorithm (GA) selects features from the students' 
dataset. The GA-selected parts are classified by Regression and 
DT classifier. The regression model achieved a dependable 
accuracy rate of 96.64%. However, with the escalating volume 
of data, scalability becomes a significant concern. The ML-
based model requires further refinement to enhance its 
performance. So a deep learning-based regression model needs 
to be integrated. 

Tarik A et al., 2021 [21], designed an ML model to predict 
Moroccan students' performance in the region of Guelumim 
Qued Noun through a recommendation system using artificial 
intelligence. The prediction model presented in their study 
indicates the baccalaureate mean as a function of many 
exploratory variables, such as grades and core subjects. The 
performance of linear regression, regression-based DT, and 
regression-based Random Forest (RF) models is evaluated. 
Among these three, DT with RF method obtained a maximum 
of 61.08% accuracy. However, poor model fitting led this 
combination to perform poorly for students’ datasets. 

Abellan-Abenza J et al., 2017 [22] introduced a surveillance 
system based on the human behaviour analysis technique. The 
current behaviour of a person is identified while crossing a 
surveillance camera. Various human behaviour expression 
image datasets are utilized for training the classifier. The 
behaviour identification is performed by combining the 
Convolutional Neural Network (CNN) with the Recurrent 
Neural Network (RNN). 

Rastrollo Guerrero JL et al., 2020 [23] prepared a deep 
preview for predicting students' performance. This review 
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focuses on identifying the students’ classroom behaviour-based 
dropout prediction model. This study utilizes the image datasets 
for the analysis. Its review describes the various stages of the 
prediction processes to perform the dropout prediction. 

Chowanda et al., 2021 [24], the performance of multiple 
machine learning models was evaluated on sentiment-related 
text datasets derived from students. Emotions of students were 
detected using Naive Bayes (NB), Generalized Linear Model 
(GLM), Support Vector Machine (SVM), Decision Tree (DT), 
Fast Large Margin (FLM), and Artificial Neural Network 
(ANN). Among these models, GLM achieved the highest 
accuracy rate of 0.902. While the emotions anger and joy were 
consistently identified with high accuracy, the classification of 
the emotions fear and sadness posed challenges for the classifier 
in emotion recognition tasks. 

J Zhao et al., 2020 [25] used educational data analytics 
containing text enhancement phase, Synonyms Replacement 
(SR), Random Insertion (RI) of words, Random Swap (RS), and 
Random Delete methods were performed while extracting the 
text emotion reorganization. This reorganization has been 
achieved with the help of a Directed Acyclic Graph (DAG) with 
an SVM model to train the various textual sentiment data. 

D Selvapandian et al., 2020 [26] introduced an Efficient 
Fusion based Neural Network (EF-NN) model for sentiment 
analysis from feedback documents of students. This hybrid 
model integrates the SVM classifier with CNN. Students’ 
feedback data set is extracted based on attribute features like the 
interaction between the student, examination, and notes given. 

BHKT H.M. Perera et al., 2021 [27], an innovative e-
learning surveillance system was introduced to assist instructors 
in online exam monitoring. This system is capable of identifying 
low engagement levels, detecting suspicious activities, and 
flagging instances of multiple logins at the onset of online exam 
sessions. What sets this approach apart is its ability to not only 
predict academic performance but also forecast learning 
behaviours. Consequently, it enhances the accuracy of 
performance prediction among students, thereby contributing to 
improved assessment quality. 

Saba T [13] et al., 2021 [28] developed an automatic exam 
monitoring system to assist instructors in monitoring students 
without being present in the exam centres. It builds a deep model 
to form a 46-layered CNN model. The extracted features are 
used for selecting significant features using Atom Search 
Optimization (ASO) to improve the prediction performance of 
variants of SVM and KNN models; among these, KNN model 
obtained the best accuracy rate (93.88%). 

A. Problems Identified 

This review identifies that ML models suffer from fitting 
issues while handling different kinds of educational data. This 
has been overcome by adopting suitable feature selection, and 
reduction approaches to manage high or low volumes of student 
data. 

 Moreover, educational data is of different types based on 
the kind of analysis. However, most ML models can 
perform well on similar types of educational data. 

 It is necessary to develop a hybrid model to analyze 
multiple types of educational data. This study has 
developed a mixed method to lessen the fitting issues. 

 Generally, hybrid methods take longer for data 
processing. Because it combines the features of two 
methods, this study utilizes the ResNet-50 method to 
improve the time complexity during the prediction 
process. 

 The linear SVM method generally performs well for 
educational data in low dimensions. Nevertheless, 
achieving a better balance in the model is necessary as it 
is currently influenced by irrelevant features within the 
dataset. 

 So it is necessary to develop an effective feature selection 
method to avoid fitting issues which would also help to 
reduce the loss rate and improve the prediction 
performance by using two levels of the feature selection 
approach. 

B. Research Contribution 

 The first stage performs the feature reduction using the 
IPCA method to remove the irrelevance of the students' 
behaviour-related academic performance and online 
activity data. 

 The second stage uses the reduced features for the most 
relevant feature, which supports improving the students’ 
performance and activity prediction performance using 
the ML-based ensemble feature selection method. 

 The ML models used in the ensemble methods are 
chosen based on their performance analysis on student 
datasets in recent studies. 

 The ensemble method strengthens the weak ML methods 
used in this approach in more potent ways by using 
ensemble stacking. The ensemble stacking method 
identifies the most relevant feature combination for 
behaviour analysis. 

The functionality of the proposed students’ performance and 
online activity-based behaviour prediction approach is described 
in a subsequent section. 

III. STUDENT PERFORMANCE AND ACTIVITY BASED 

BEHAVIOUR ANALYSIS APPROACH 

This section discusses the functionalities of various methods 
used in behaviour analysis approaches. This Student data 
contains four phases: data collection, preprocessing, feature 
selection, and prediction analysis. Initially, the students’ 
performance and online activity datasets utilized in this section 
are taken from two publicly available datasets. The 
preprocessing stage utilizes the one-hot encoding method to 
normalize categorical data. The third phase develops a feature 
selection method using a hybrid ensemble method; it combines 
IPCA with the Ensemble feature method. Finally, the prediction 
phase uses ResNet-50 to train the model, the SVM classifier to 
test the data and classify the students’ behavioural data. The 
general flow of the four phases is depicted in Fig. 1. 
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Fig. 1. Workflow of the student’s  performance and activity-based behaviour prediction approach. 

A. Data Sources 

This analysis uses two different datasets for students' 
behaviour and performance prediction. The student activity and 
academic data are collected from publicly available open 
databases. The academic dataset is collected from the Kaggle 
[29] database, which covers 480 instances and 16 attributes. 
These features are categorized into three groups: (1) 
Demographic features such as gender and nationality; (2) 
Academic background features such as educational stage, grade 
level and section; (3) Behavioural features such as raised hands-
on class, opening resources, answering survey by parents and 
school satisfaction. 

Student activity datasets are taken from the UCI repository 
[30], which is publicly available for educational research and 
contains log information for each student. Generally, these data, 
captured using various LMS tools, is given on a per session 
basis, per student basis, and exercise basis. It is comprised of six 
sessions of data. Each exercise file contains the session's start, 
end, and learning activity. The dataset consists of 230318 
records and 13 attributes, recorded and taken for analysis from 
115 subjects. 

The analysis divides both datasets for training and testing the 
model. The ResNet50 network’s training and SVM model’s 
testing phases use 70% and 30% of students' activity data 
respectively. The student’s academic performance data is 
divided into 75% for training and 25% for testing. 

B. Preprocessing 

These datasets contain both numerical and categorical data. 
So, it is necessary to use proper preprocessing steps to normalize 
the datasets. This study uses one hot encoding method to 
normalize the raw datasets. It represents the categorical data as 
numerical data to train the ML models and improve the model 
performance by providing more information about the unlimited 
data. 

Every categorical data in the datasets is part of a given 
categorical feature written in vectors, consisting only of 0 and 1. 
It converts into a vector whose elements are only 0's or 1's. Each 
word is encoded uniquely in this method. It allows the term can 
be identified uniquely by its one-hot vector. Table I shows the 
uniquely converted code for student genders for the labels. The 
male, female, and transgender data are converted as 100, 010, 
and 001, respectively. 

However, this one hot encoding method increases the 
dimensionality of the dataset and may lead to overfitting and 
sparse data issues. So it is essential to use proper feature 
reduction approaches to reduce the dataset's dimensionality and 
identify the most significant students' academic and activity-
related feature information. 

TABLE I.  SAMPLE DATA NORMALIZATION USING ONE HOT ENCODING 

S. No. Male Female Trans 

1 1 0 0 

2 0 1 0 

3 0 0 1 

IV. HYBRID ENSEMBLE FEATURE SELECTION METHOD 

Normalization of students’ records avoids the overfitting by 
adopting a suitable feature reduction technique. Since ML-based 
classification models must be more balanced due to irrelevant 
dataset features, it is necessary to develop an effective feature 
selection method to avoid fitting problems. This also helps 
reduce the loss rate and improve the prediction performance. 
Two levels of the feature selection approach can achieve it. The 
first stage is performing the feature reduction using the IPCA 
method to remove the irrelevant behaviour-related academic 
performance and online activity data. The second stage uses the 
reduced features for the most relevant feature, which supports 
improving the students’ performance and activity prediction 
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performance using the ML-based ensemble feature selection 
method. The ML models used in the ensemble methods are 
chosen based on their performance analysis on student datasets 
in recent studies. 

The ensemble method strengthens the weak ML methods 
used in this approach in more potent ways by using ensemble 
stacking, which identifies the most relevant feature combination 
for behaviour analysis. This study uses the hybrid ensemble 
method to perform the feature selection, which combines the 
Improved Principal Component Analysis (IPCA) with the 
ensemble feature selection method to reduce the dimensionality 
of the students’ record at the initial level. The ensemble method 
is designed to select the most relevant features to predict 
academic performance and activity datasets. 

Fig. 2 illustrates the hybrid feature selection method using 
IPCA and ensemble method. The IPCA is utilized to identify the 
reduced set. Then the resultant sets are used in the ensemble 
method to select the relevant feature set, which influences the 
classification model to improve the prediction accuracy. 

 
Fig. 2. Ensemble feature selection. 

A. Principal Component Analysis 

Any high-dimensional dataset can use this PCA to reduce the 
dimensionality. It rotates the cordiality system to convert a large 
dataset of possible interrelated indicators into a smaller set of 
linear correlated indicators. Each feature's interrelationship is 
ensured using the PCA to examine the correlation between 
indicators. The standardization process in traditional PCA leads 
to loss of dispersion degree information of the original dataset. 
These issues can be avoided by utilizing the IPCA approach for 
feature reduction, which performs the following six steps for 
measuring students’ academic and activity features: 
standardizing the input matrix, computing correlation 
coefficient, computing eigenvalues and eigenvector, defining 
principal component, identifying the indicators belonging to the 
determined PCs, and calculating the component score. 

1) Standardization of the input matrix: The number of input 

data samples is n and m indicators are considered for the feature 

reduction. The input feature vector is represented as Xnxm. The 

standardization assures perfect comparability between 

indicators. The original feature matrix XnXmis transformed as 

Ynxmwith zero mean and unit variance. 

𝑦𝑖𝑗 = (𝑥𝑖𝑗 − �̅�𝑗)/𝑆𝑥𝑗                   (1) 

The value of i and j in eq(1) is initiated as i=1,2,..n and 
j=1,2,..m. The representation 𝑥𝑖𝑗is the jth indicator value of the 

ith sample in the feature matrix of student records 𝑋𝑛x𝑚, 𝑎𝑛𝑑 𝑥𝑗 
is the jth indicator of 𝑋𝑛x𝑚 . Then, the mean and standard 
deviation of 𝑥𝑗  is represented as �̅�𝑗 and 𝑆𝑥𝑗 respectively. The 

standardized value of 𝑥𝑖𝑗is 𝑦𝑖𝑗. 

2) Computing the correlation coefficient: Correlation 

information between the indicators is computed using the 

correlation coefficient (ϕ). 

𝜙 = (𝜌𝑦𝑗 ,𝑦𝑘 )𝑚𝑋𝑚 =
1

𝑛−1
𝑌𝑇𝑌             (2) 

In eq(2), 𝑦𝑗 𝑎𝑛𝑑 𝑦𝑘 are the jth and kth column vectors of 

𝑌𝑛x𝑚 , respectively. The expression 𝜌𝑦𝑗 ,𝑦𝑘  denotes the 

correlation coefficient between (𝑦𝑗  𝑎𝑛𝑑 𝑦𝑘), which are the jth 

and kth indicators. 

3) Computation of eigenvalues and eigenvector: 

|𝜙 − 𝜆𝐸|= 0   (3) 

The eigenvalues and eigenvectors of 𝜙 are obtained using 
eq(3). 

All the eigenvalues are arranged in descending order as 
𝜆1 ,𝜆2 ,𝜆3 ,… . , 𝜆𝑗 ,… . , 𝜆𝑚.Each eigenvalue has its corresponding 

eigenvector. 

𝜙𝑏𝑗 = 𝜆𝑗𝑏𝑗    (4) 

According to eq(4), the unit vector(𝑏𝑗) corresponds to 𝜆𝑗 and 

assigned ∑ 𝑏𝑖𝑗
2 = 1𝑚

𝑖=1 . Therefore, 𝐵 = (𝑏1, 𝑏2 ,… , 𝑏𝑚) is a unit 

orthogonal matrix consisting of all the units of the eigenvector. 

4) Defining principal component: The number of principal 

components is generally determined according to the criterion 

of eigenvalues > 1, which is along with the screen plot, or 

cumulative percentage variance < 80%, which is constructed 

using the values of 𝑎𝑗 and 𝛽𝑝 in Eq. (5) and Eq. (6). 

𝑎𝑗 =
𝜆𝑗

∑ 𝜆𝑗
𝑚
𝑗=1

    (5)  

The 𝑎𝑗 in Eq. (5) is the percentage variance of 𝑖th Principal 

Component (PC). 

 𝛽𝑝 = ∑ 𝜆𝑘
𝑚
𝑘=1 /∑ 𝜆𝑗

𝑚
𝑗=1   (6) 

Eq. (6) is used to calculate the cumulative percentage 
variance (𝛽𝑝) of 𝑝 PC and the 𝑝 ≤ 𝑚. Whenever 𝛽𝑝 ≥ 80% 

first appears, the PC (𝑝) is selected.  

5) Identifying the indicators belonging to the determined 

PCS: The factor loading of each indicator on each persistent PC 

is  

𝜃𝑗𝑘 = 𝑏𝑗𝑘√𝜆𝑘    (7) 

The correlation coefficient 𝜃𝑗𝑘 between the 𝑗th indicator and 

𝑘th PC is calculated by Eq. (7). 𝜆𝑘  indicates the eigenvalue 
corresponding to 𝑘 th PC, and 𝑏𝑗𝑘 is the 𝑗th value of 𝑏𝑘 . It 
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considers the indicator with |𝜃𝑗𝑘| ≥ 0.5, indicating that the 𝑗th 

indicator belongs to 𝑘th PC. 

6) Calculating component score: Every PC is a weighted 

linear combination of all indicators, and the PC scores 

(𝑓1 ,𝑓2 , 𝑓3 , … . , 𝑓𝑝) are obtained using 𝐹 = 𝑌𝐵. 

𝑤𝑘 =
𝜆𝑘

∑ 𝜆𝑗
𝑚
𝑗=1

    (8) 

Besides, the percentage of variation explained by each PC is 
used as a weight 𝐶𝐹, calculated using Eq. (8). 

𝐶𝐹 = ∑ 𝑤𝑘
𝑝
𝑘=1 𝑓𝑘    (9) 

The total component score CF is obtained based on Eq. (9). 

𝑧𝑖𝑗 = (𝑥𝑖𝑗 − �̅�𝑗)/𝜀𝑥𝑖   (10) 

Eq. (10) in the traditional PCA set the variance of each 
indicator to 1. This reduces the influence of dispersion degree 
difference on PCs. So, improved standardization is used in this 
study. Eq. (10) is used to compute the enhanced standardization, 
where 𝜀𝑥𝑖 = max(𝑥𝑗)−min (𝑥𝑗)  and the 𝜀𝑥𝑖 > 0 , 𝑧𝑖𝑗  is the 

standardized value of 𝑥𝑖. 

�̅�𝑗 = ∑
𝑥𝑖𝑗−�̅�𝑗

𝜀𝑥𝑖

𝑛
𝑖=1  /𝑛 =

∑ (𝑥𝑖𝑗−�̅�𝑗)
𝑛
𝑖=1

𝑛𝜀𝑥𝑖
   (11) 

𝑆𝑧𝑗 = √
1

𝑛−1
∑ (𝑧𝑖𝑗 − �̅�𝑗)

2𝑛
𝑖=1 = √

1

𝑛−1
∑ (

𝑥𝑖𝑗−�̅�𝑗

𝜀𝑥𝑖
)
2

𝑛
𝑖=1 =

𝑆𝑥𝑖
𝜀𝑥𝑖

  (12) 

The mean and the standard deviations of 𝑡ℎ𝑒 𝑗th indicator 
( 𝑧𝑗 ) in 𝑍𝑛x𝑚  are obtained using Eq. (11) and Eq. (12) 

respectively. 

𝜌𝑧𝑗,𝑧𝑘  

=
𝐶𝑧𝑗,𝑧𝑘

𝑆𝑧𝑗,𝑆𝑧𝑘
=

1

𝑛−1
∑ (𝑧𝑖𝑗 , �̅�𝑗)(𝑧𝑖𝑘, �̅�𝑘)/𝑆𝑧𝑗 , 𝑆𝑧𝑘
𝑛
𝑖=1

=

1

𝑛−1
∑

(𝑥𝑖𝑗 ,�̅�𝑗)

𝜀𝑥𝑗
 
(𝑥𝑖𝑘,�̅�𝑘)

𝜀𝑥𝑘

𝑛
𝑖=1

(
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  (13) 

According to Eq. (13), the 𝑍𝑛x𝑚and 𝑋𝑛x𝑚  are the same 
correlation coefficient matrix. It indicates that the improved 
standardization methods retain correlation information of all 
indicators. Notably, the dispersion degree difference of all hands 
is partly retained according to the standard deviation in Eq. (12). 

B. Ensemble Features Selection 

1) Elastic net: Elastic net is a combination of Ridge and 

Lesso regression methods which are popular for regularizing 

variants of linear regression. Lesso used the penalty L1, and 

Ridge used the penalty L2 method. The specialty of the elastic 

net is that it uses both L1 and L2 for penalty regularization. 

𝐸𝑙𝑎𝑠𝑡𝑖𝑐𝑁𝑒𝑡 = 𝑀𝑆𝐸(𝑦, 𝑦𝑝𝑟𝑒𝑑)+ 𝑎1∑ |𝜃𝑖|
𝑚
𝑖=1 + 𝑎2∑ |𝜃𝑖|

𝑚
𝑖=1  

(14) 

The elastic net function is expressed as in Eq. (14) to 
compute the loss value between actual (𝑦) and predicted output 

class with the loss value of ridge regression (𝑎1∑ |𝜃𝑖|
𝑚
𝑖=1 ) and 

loss value of Lesso regression ( 𝑎2∑ |𝜃𝑖|
𝑚
𝑖=1 ). The control 

parameters are 𝑎1 and 𝑎2 to control the L1 and L2 penalty 
respectively. The number of optimal parameters is represented 
as. 

2) Recursive Feature Eliminator (RFE): RFE is a wrapper-

type feature selection method. In contrast with filter-based 

feature selection that scores each feature and selects those 

features with the most significant score, RFE searches for a 

subset of features by starting with all features in the training 

dataset and successfully removing features until the desired 

number remains. It has been used to fit the ML algorithm. Rank 

features by importance. It gives an external estimator that 

assigns weights to features. The estimator is trained on the 

initial set of features, and the features' importance is obtained 

through any specific attribute. Discard the less critical features 

and re-fit the model. These steps are repeated until the preferred 

number of features is eventually reached. 

3) Hybrid method: The hybrid method combines the (i) 

Decision Tree (DT) and (ii) Random Forest (RF) methods. The 

single DT method is unsuitable for high dimensional data, so 

the RF method is combined with the DT to improve the 

performance of the feature selection model. 

a) Decision tree (DT): DT is a graphical representation 
for all possible solutions to a problem based on given 
conditions. DT is a tree-structured method where internal nodes 
indicate the dataset's features, branches show the decision rules, 

and the leaf node indicates the prediction outcome. The 
decision nodes contain multiple units and make any decisions. 
It does not have any additional nodes. It asks questions to split 
the tree into subtrees based on the answers. The main issue in 
the DT algorithm is the best attribute selection for root and sub-
nodes. It uses two popular methods to perform the best attribute. 

𝐼𝐺 =  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆)− (𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ∗
 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑒𝑎𝑐ℎ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠))   (15) 

The DT algorithm improves an attribute's Information Gain 
(IG) using Eq. (15). The attribute or node having the highest IG 
is split first. The total number of student records is represented 
as S. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = −𝑃(𝑦𝑒𝑠)𝑙𝑜𝑔2 𝑃(𝑛𝑜)𝑙𝑜𝑔2 𝑃(𝑛𝑜)   (16) 

The impurity of an attribute is specified randomly in data by 
estimating the entropy (Entropy(S)) in eq(16). Probability of yes 
and no is represented as P(yes) and P(no). 

DT Algorithm 

Step 1: Begin the tree with the root node; it contains the complete 
dataset. 

Step 2: Select the best attributes in the dataset using the attribute 
selection method. 

Step 3: Spilt the S into subsets which contain possible values for the 
best attributes. 

Step 4: Create a DT node which contains the best attributes. 

Step 5: Repeatedly make new decision trees using the subsets of the 
dataset created. 
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The DT algorithm is applied to the dataset to select the best 
feature sets. However, the DT’s performance falls with greater 
number of samples. 

b) Random Forest: RF is simply a collection of DTs 

whose results are aggregated into one final result. RF is a strong 
modelling technique and much more potent than a single DT. It 
aggregates many DTs to limit overfitting and errors due to bias. 
It can restrict overfitting without significantly increasing error 
due to bias. It reduces variance by training on different samples 
of the data. Another method is by using a random subset of 

features. Each tree can utilize a specified number of random 
features. More trees in the RF include many or all features. The 
presence of many features helps in limiting the errors due to 
bias and due to variance. If features are not selected randomly, 
base trees in the forest correlate highly. Since some features are 
partially predictive, many base trees can choose the same 

features. Many of these trees contain the same features; it 
cannot be combined error due to variance. The proposed hybrid 
ensemble method uses academic performance and online 
activity datasets to evaluate the performance of the hybrid 
ensemble method. 

 
Fig. 3. Feature importance graph for students’ academic dataset using the 

hybrid ensemble method. 

The students’ Academic dataset shown in Fig. 3 contains 16 
features; the ensemble method selects seven features to predict 
students' academic performance with a higher accuracy level. 

The feature importance graph in Fig. 4 depicts the feature 
selection results of the hybrid ensemble method. The activity 
dataset contains a total of 12 features. The hybrid ensemble 
method selects seven features to predict the students’ activity-
based behaviours during the online sessions. 

 
Fig. 4. Feature importance graph for students’ online activity dataset using 

the ensemble method. 

C. RESNET50 Trained SVM Model for Prediction 

The students’ academic performance-based behaviour 
prediction and online activity-based behaviour prediction are 
performed using the CNN-trained SVM model. Residual 
Network-50 (ResNet 50) is a kind of CNN. The 50-layer 
network model contains 48 Convolutional Layers (CL), 1 max 
pooling, and one average pooling layer to perform the 
prediction. The architecture of the ResNet 50-trained SVM 
model is depicted in Fig. 5. It follows two main rules to process 
the data. Such amount of filters in each layer is the same 
contingent on the size of the output feature map; if the feature 
map's size is split, it has twice the number of filters to preserve 
the time complexity of each layer. The 50 layers’ network 
utilizing the 1x1 CL helps to reduce the number of parameters 
and matrix multiplication operation. This feature enables the 
model to train faster at each layer. A stack of three layers is used 
in this model. It has one 7x7 kernel convolutional alongside 64 
other kernels with 2-sized strides and one 2-sized stride in the 
max pooling layer. More 9 layers are 3 3x3, 64 kernel 
convolution and 3 1x1, 256 kernels, and 1x1, 256 kernels. These 
three kernels are repeated thrice consequently. They are 
succeeded by 12 layers with 1x1, 128 kernels, 3x3, 128 kernels, 
and 1x1, 512 kernels. These three kernels are consequently 
repeated four times. Then 18 more layers with 1x1, 256 cores, 
3x3, 256 cores, and 1x1, 1024 cores repeated 6 times. Final 9 
more layers with 1x1, 512 cores, 3x3, 512 cores, and 1x1, 2048 
cores iterated thrice. Followed by this, 50 layers of average 
pooling and fully connected layers with 1000 nodes using 
SoftMax activation are incorporated. 

The deep model performs better with larger training sample 
sizes, but the amount of data utilized in this study could be more 
extensive in dimension and size. So the ResNet-50 model-
trained results are used by a machine learning model to improve 
the performance by utilizing the transfer learning concept to 
improve the analysis model of students’ behaviour. It uses the 
ResNet 50 network to train the students' behavioural features, 
and the SVM classifier is utilized to predict students' behaviours. 
This concept also helps to achieve higher performance even if 
the model is trained with a small sample of student data. 

Support Vector Machine, a popular ML model for 
classification and regression problems, assigns the newly 
entered samples to one of the trained categories. So, it is called 
a non-probabilistic binary linear classifier. It efficiently 
performs the classification task by applying the proper kernel 
tricks. SVM classifier separates data points with different class 
labels using a hyperplane with the maximum amount of margin. 
The hyperplane acts as a decision boundary. Sample data points 
are called Support Vectors (SV). This data defines the 
hyperplane by estimating the margin. Separation gap between 
the two lines on the closest data points is estimated as a 
perpendicular distance from the line to data points or SV. The 
SVM tries to improve the separation gap to get the maximum 
margin. Sometimes, the sample data points are so discrete that it 
is not conceivable to distinguish using the hyperplane. In such a 
situation, kernel tricks transform the input space to a higher 
dimension space by using a mapping function to transform the 
input space. The linear separation method is applied to the data 
points to separate them. This student behaviour analysis model 
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uses the linear kernel to map the students' data to higher 
dimensional data. 

𝐾(�̅�) = {
1 𝑖𝑓 ‖�̅�‖≤ 1
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (17) 

Eq. (17) is the linear kernel (K(x ̅ )), which is used to map 
the students’ behavioural data (x ̅). The mapping range used by 
the linear kernel is [0, 1]. Data points which are ≤1 are mapped 

as 1; others are considered as 0. This linear kernel is used 
whenever the input data are need to be separated linearly. It is 
mainly used for text data classification problems and whenever 
many data features are in a dataset. The students’ behavioural 
dataset contains categorical data points. So, this study uses linear 
kernel tricks to map the students’ behavioural features. 

Moreover, it is also utilized to speed up the classification, 
since it is required to optimize the regularization parameter. The 
performance of the selected features by hybrid ensemble method 
based on the students’ performance and online activity are 
predicted to identify the students’ behaviour using the CNN-
trained SVM model. The performance analysis is discussed in 
the consequent section. 

 

Fig. 5. The general structure of the RESNET50 trained SVM model. 

V. RESULT ANALYSIS 

This section analyzes the performance analysis of the 
proposed hybrid ensemble method’s Feature Selection (FS) 
accuracy for student behaviour analysis using a CNN-trained 
SVM model. The competence of the hybrid ensemble method is 
evaluated by comparing the various ML methods and hybrid 
feature selection methods such as PCA [14], Elastic Net [15], 
Genetic PSO-ACO based RNKHEU [16], and ANN with 
RF[17], RF[19], and DT[21]. These comparison methods are 
considered for analysis based on their superior performance on 
student datasets in recent times. Different evaluation metrics 
such as accuracy, precision, recall, f-score, specificity, and 
sensitivity are utilized to analyze the influence of the FS method 
on improving the performance of the prediction model. 

Table II compares the FS outcomes of the hybrid ensemble 
method with other FS methods. It contains information on the 
number of features used by all the FS methods for the analysis 
and the number of selected features. It shows that the Hybrid 
Ensemble Feature selection method chose 7 as the most relevant 
informative feature to predict the students’ performance with a 
higher accuracy rate. 

Table III shows the FS results for students' activity data 
using the hybrid ensemble method compared with other FS 
methods. It comprises the evidence of the number of features 
selected by all the FS methods considered. Totally seven 
relevant features give a higher accuracy rate, thus significantly 

improving the prediction performance of students’ online 
activity. Thus, the reduction of figures by the IPCA algorithm 
help the Ensemble FS method to identify the most relevant 
features to improve the performance. 

Table IV displays the prediction outcome of students’ 
academic and online activity datasets before and after applying 
the ensemble method. The IPCA method reduces the number of 
required features from the students' datasets. The reduced 
feature information helps the ensemble FS method to improve 
the prediction performance by selecting the most relevant 
features from the reduced feature sets. 

TABLE II.  FEATURE SECTION OUTCOMES FOR STUDENTS’ ACADEMIC 

DATA 

Methods 
Total number of 

Features 
Selected Features 

Random Forest 

Classifier[19] 
17 5 

Decision Tree[21] 17 4 

Elastic Net[15] 17 4 

Genetic PSO ACO 

RNKHEU[16] 
17 6 

ANN with RF[17] 17 6 

PCA[14] 17 5 

Hybrid Ensemble 

Feature 

selection(Proposed) 

17 7 

TABLE III.  FEATURE SELECTION OUTCOMES FOR STUDENTS’ ONLINE 

ACTIVITY DATA 

Methods 
Total number 

Features 
Selected Features 

Random Forest 

Classifier[19] 
13 5 

Decision Tree[21] 13 4 

Elastic Net[15] 13 4 

Genetic PSO ACO 

RNKHEU[16] 
13 5 

ANN with RF[17] 13 6 

PCA[14] 13 6 

Hybrid Ensemble 

Feature 

selection(Proposed) 

13 7 

TABLE IV.  PREDICTION PERFORMANCE BEFORE AND AFTER HYBRID 

ENSEMBLE METHOD FOR STUDENTS’ ACADEMIC AND ONLINE ACTIVITY 

DATASETS 

Dataset Accuracy Precision Recall F-Measure 

Results obtained before feature selection 

Students’ 

academic dataset 
77.22 78.34 73.29 74.87 

Students’ activity 

dataset 
78.03 78.71 74.18 75.23 

Results obtained after feature selection 

Students’ 

academic dataset 
97.78 98.13 97.23 97.57 

Students’ activity 

dataset 
96.34 96.34 96.45 96.35 
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Fig. 6. Training and testing Accuracy rate obtained by the ResNet-50 trained 
SVM classifier. 

Fig. 6 depicts the students’ performance accuracy achieved 
by the ResNet-50 during the training process and the SVM 
model's testing or prediction accuracy rate. This study uses 
ResNet-50 network to train the students’ behavioural features, 
and the SVM classifier is utilized to predict the students' 
behaviours. It reposts another related task for faster prediction. 
This concept helps achieve higher performance even if the 
model is trained with a small sample of student data. 

Fig. 7 illustrates the students’ performance loss rate attained 
by the ResNet-50 during the training and testing process using 
the SVM model, which reposts another related task for faster 
prediction. This concept helps to reduce the loss rate even if the 
model is trained with a small amount of sample students' data. 
Moreover, the prediction outcome proves that the IPCA method 
reduced features supports the ensemble FS method to select 
more relevant features and hence minimize the prediction loss. 

 

Fig. 7. Training and testing loss rate of RESNET-50 trained SVM classifier. 

Fig. 8(a) illustrates the accuracy rate obtained by six FS 
methods along with the ensemble FS method. The comparison 
results depict that by introducing the Hybrid ensemble FS 
methods, the ensemble model achieves a higher level of 
accuracy on measuring both student performance and online 
activity datasets. This has been achieved by introducing the 

Hybrid ensemble FS methods. The ensemble method achieved a 
maximum accuracy rate of 97.78% for students’ academic data 
and 96.34% for students' activity data. Moreover, the 
comparison results depict that the ensemble model achieves a 
level of performance higher than the comparison methods. 

 
(a) 

 
(b) 

Fig. 8. (a) Illustrates the accuracy rate comparison, (b) Demonstrates the 

precision rate comparison. 
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Fig. 8 (b) demonstrates the precision rate gained by six FS 
methods and the hybrid ensemble FS method. The ensemble 
method achieved a maximum of 98.13% precision rate for 
students’ academic data and 96.34% for students’ activity. The 
comparison results depict that the ensemble model reaches a 
level of performance higher than the comparison methods. This 
has been achieved by applying the Hybrid ensemble FS method 
to select relevant features for analysis. 

 
(a) 

 
(b) 

Fig. 9. (a) Recall rate comparison, (b) F-Measure rate comparison. 

Fig. 9 (a) illustrates the Recall rate obtained by six FS 
methods along with the ensemble FS method. The comparison 
results reveal that the ensemble model achieves a higher level of 
performance both on student performance and online activity 
datasets. The ensemble method achieved a maximum recall rate 
of 97.23% for students’ academic data and 96.45% for students’ 
activity data. Moreover, the recall rate comparison results reveal 
that the ensemble model achieves a level of performance higher 
than the comparison methods. 

Fig. 9 (b) demonstrates the F-score rate of six FS methods 
and the hybrid ensemble FS method for the two students' 
behavioural-related datasets. The ensemble method achieves a 
maximum of 98.13% f-measure rate for students’ academic data 
and 96.34% for students’ activities. The F-score measure 
comparison outcomes depict that the ensemble model performs 
better than the comparison methods. 

The comprehensive competence analysis presented in this 
section reveals that the ensemble method significantly enhances 
the performance of the behaviour prediction model compared to 
conventional methods across various educational datasets. This 
validates that the proposed approach for analyzing students' 
behaviour effectively fulfills its research objective by enhancing 
overall performance and managing behavioural data adeptly. 

VI. DISCUSSION 

This section shows that the overall performance of the 
prediction model is improved compared to other behaviour and 
academic performance prediction models. The improved 
accuracy prediction is observed for academic performance and 
student activity data. The results can be used by teachers to 
understand their teaching outcomes. This study used both 
quantitative and qualitative methodologies, revealing that 
students frequently exhibit unforeseen behaviours throughout 
online class sessions. These methodologies support the 
management in implementing students' performance monitoring 
actions and taking preventive actions.  This approach can 
integrate with online data analytics tools to control the student's 
behaviour during online sessions. This prediction model uses 
online teaching platform-based monitoring devices produced 
data (student activity and academic performance-related data). 
Analyzing students' behaviours is one of the vital parts of 
teachers to identify their strengths and weaknesses. 

This improved accuracy, precision, recall and f-score rate for 
both datasets reveals that the ensemble of different feature 
learning models efficiently uses the benefits of different models' 
accuracy to strengthen the weak model feature learning 
performance. The novel method outcome is reflected in the 
increased recall rate compared with existing methods. It 
effectively addresses these issues in predicting teaching and 
learner outcomes. Employing a suitable dimensionality 
technique to manage the expanding high-dimensional 
educational data is essential due to the daily growth of 
educational data. The previous prediction model (considered 
from the literature review) is mostly designed to handle single 
educational data (like behaviour data or academic performance 
data). However, it does not correlate students’ behaviours with 
academic performance. So, this study uses two different kinds 
of datasets for performance analysis. Alternative methods of 
analyzing student behaviour and performance necessitate the 
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implementation of the ensemble feature learning integrated 
prediction model. 

The overall result and discussion section show that the 
ensemble feature learning integrated DL model is performing 
effectively on these students' data by combining multiple model 
features to strengthen the overall outcome. 

VII. CONCLUSION 

The study's main objective is to improve the overall 
performance of the student’s behavioural data analysis. This 
analysis supports the educational sectors to incorporate 
innovative methods to enhance students' learning outcomes. 
This study contributes a feature selection method to measure the 
students' behaviour-related performance and online activity 
data. The performance evaluation conducted in this study 
demonstrates that the hybrid ensemble method outperforms the 
comparison benchmarks. The IPCA truncated features support 
the different weak ML methods to strengthen the feature 
selection performance using feature stacking methods. The 
selected features help the ResNet-50 trained SVM model to 
achieve higher prediction outcomes for students' academic 
performance and online activity. The analysis results show that 
the ensemble method obtained a maximum of 97.78%, 98.13%, 
97.23%, and 97.57% as the accuracy rate, precision rate, recall 
rate, and f-measure rate, respectively, for behaviour-related 
students’ academic performance data. The ensemble method 
achieves a maximum accuracy rate (96.34%), precision rate 
(96.34%), f-score rate (96.35%), and recall rate (96.45%) for 
students’ online activity data. The efficiency analysis shows that 
the ensemble method helps the behaviour prediction model 
achieve results more accurately than comparison methods for 
both students’ educational datasets. This proves that the 
proposed students' behaviour analysis approach achieves its 
research objective of improving the overall performance of the 
student’s behavioural data analysis. 

This study suggests the usage of this proposed ensemble FS-
based approach for better measurement and prediction of 
students’ behavioural analysis performance as it improves the 
prediction performance of different behaviour-related 
educational data. Students’ behavioural analysis outcomes of 
this study do not utilize personalized learning. So, the study is 
extended to incorporate a customized study material 
recommendation model based on the prediction outcome of this 
student’s analysis. 
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