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Abstract—Existing multimodal fake news detection methods 

face three challenges: the lack of extraction for implicit shared 

features, shallow integration of multimodal features, and insuffi-

cient attention to the inconsistency of features across different 

modalities. To address these challenges, a multi-reading habits 

fusion adversarial network for multimodal fake news detection is 

proposed. In this model, to mitigate the influence of feature 

changes due to events and emotions, a dual discriminator based 

on domain adversarial training is built to extract invariant com-

mon features. Inspired by the diverse reading habits of individu-

als, three fundamental reading habits are identified, and a multi-

reading habits fusion layer is introduced to learn the interde-

pendencies among the multimodal feature representations of the 

news. To investigate the semantic inconsistencies of different 

modalities in news, a similarity constraint reasoning layer is pro-

posed, which first explores the semantic consistency between 

image descriptions and unimodal features, and then delves into 

the semantic discrepancies between unimodal and multimodal 

features. Extensive experimentation has been carried out on the 

multimodal datasets of Weibo and Twitter. The outcomes indi-

cate that the proposed model surpasses the performance of main-

stream advanced benchmarks on both platforms. 

Keywords—Multimodal fake news detection; feature extraction; 

feature fusion; consistency alignment 

I. INTRODUCTION 

In recent years, the rapid growth of social media has signif-
icantly reshaped the traditional way people access information. 
A growing number of users prefer to consume news via social 
media platforms, these platforms not only ensures the real-time 
reporting of events from around the world but also provides 
rich and engaging content in various media forms, such as vid-
eos, images, and audio. Compared to simple text reports, news 
that incorporates images and video elements can convey stories 
more vividly and thus attract a wider audience. However, this 
rich medium has also been exploited by fake news, which 
spreads rapidly through multimedia means. In particular, fake 
news containing multiple media is more contagious than fake 
news containing only text, spreading quickly to a wider area 
and having a more serious impact [1]. Fake news often con-
tains manipulated or completely fabricated images, which are 
highly misleading and can spread rapidly to a wide audience in 
a very short time. The spread of fake news can pose a serious 
threat to public health safety [2] and may affect or even manip-
ulate key political events [3], thus posing a threat to social sta-
bility. Therefore, social media platforms urgently need to solve 
how to quickly and accurately identify fake news. 

Based on the content of the news, existing fake news detec-
tion technologies are broadly categorized into two groups: 
unimodal detection methods and multimodal detection meth-
ods. 

The early focus of unimodal fake news detection was on 
using feature engineering for artificial feature construction. 
This includes statistical features such as the frequency of nega-
tive vocabulary occurrence and the number of tag symbol repe-
titions [4], metadata features such  as user information, behav-
ioral information, and news platform information [5], language 
or semantic features of text content [6][7], emotional features 
of news publishers and content [8], stance features [9][10], 
writing style and stylistic features [11], content comment fea-
tures of news [12], and communication based features [13]; 
The later stage focuses on using static word vector models 
Word2Vec, Glove, or dynamic word vector models Bert and 
Roberta to obtain text features. 

With the rapid development of social media, the incidence 
of fake news manipulated through images and text has surged, 
underscoring the growing importance of detecting multimodal 
fake news. While strides have been made in multimodal fake 
news detection technology, several challenges persist: 

1) Feature extraction: Current detection methods 

typically rely on pre-trained models to extract explicit 

features. For example, using the BERT model to extract text 

features [14], or using convolutional neural networks such as 

VGG to extract image features [15]. However, these methods 

are sensitive to feature distributions. Fake news tends to focus 

on certain specific fields [15], and these news items usually 

have negative and pessimistic emotional tones [16][17]. 

2) Interactive fusion: Existing methods integrate 

multimodal features to detect fake news through simple early 

fusion [18] or late fusion [19] strategies, but these fusion 

strategies are superficial, such as splicing, adding, or simple 

neural networks to integrate, making it difficult for them to 

capture the intrinsic dependencies between features. 

3) Consistency alignment: Existing methods mainly 

emphasize capturing similar semantics between different 

modalities through alignment mechanisms, such as 

establishing entity alignment [20], relationship alignment [21], 

and semantic alignment [22] for detection. However, they 

neglect the acquisition of widely inconsistent semantics. 

To tackle these challenges, the Multi-Reading Habits Fu-
sion Adversarial Network (MHFAN) is proposed. MHFAN 
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aims to detect fake news by extracting both explicit and implic-
it common features, employing deep feature fusion, and incor-
porating similarity constraint reasoning. 

During the feature extraction stage, the multimodal pre-
trained model CLIP is employed to extract explicit features 
from news text and images. Inspired by the concept of domain 
adversarial training, adversarial networks are used to construct 
an event discriminator and an emotion discriminator. This 
method enables the model to learn features that are insensitive 
to changes in events and emotions (implicit common features) 
through adversarial training. Consequently, this approach miti-
gates the discrepancies in detection results caused by differing 
event and emotional distributions. 

At the feature fusion stage, three common reading habits 
are identified when people read: 

1) Text is the main focus, with images as a supplement: 

Read the text carefully, but only browse the images briefly. 

2) Images are the main focus, with text as a supplement: 

Observe the images carefully, but quickly skim the text. 

3) Equal emphasis on text and images: Read the text 

carefully and pay the same attention to image details. 

To model these three reading habits, the unimodal content 
initial embeddings of text and images are used to represent the 
behavior of brief browsing, while the unimodal information is 
encoded to represent careful reading behavior. Subsequently, a 
Multi-Reading Habits Fusion Layer (MHF) is designed to sim-
ulate the interaction of each reading habit. This layer learns the 
dependencies between the multimodal features of the news, 
thereby deepening the feature fusion process. 

At the consistency alignment stage, a Similarity Constraint 
Reasoning Layer (SCR) is proposed to address the inconsistent 
semantics across different modalities. Initially, a Consistency 
Reasoning Block (CRB) is constructed to evaluate the con-
sistency between image text descriptions and unimodal fea-
tures. Subsequently, an Inconsistent Association Constraint 
(IAC) is applied to quantify the semantic deviation between 
unimodal and multimodal features. 

The main contributions of this work are summarized as fol-
lows: 

1) In the feature extraction phase, a pre-trained CLIP 

model was employed to extract explicit features of text and 

images. Furthermore, a dual discriminator based on the 

concept of domain adversarial was designed to eliminate the 

model's dependency on specific events and emotions by 

extracting implicit features shared across different events and 

emotional states. 

2) Based on people's reading habits, this paper proposes a 

multimodal feature fusion method that achieves deep 

integration of different modal features and explores their 

inconsistencies for the purpose of fake news detection. 

3) Explored the Similarity Constraint Reasoning Layer, 

which can not only measure the consistency between image-

expanded semantics and unimodal features but also obtain the 

semantic deviation between unimodal and multimodal 

features. 

4) Extensive experiments have been conducted on public 

Weibo and Twitter datasets. The experimental results 

demonstrate that the MHFAN excels in fake news detection, 

outperforming conventional detection models across multiple 

metrics. Additionally, ablation studies have validated the 

effectiveness of various components within the model, 

confirming their contributions to the overall performance 

improvement. 

The structure of the remaining sections of this paper is as 
follows: Section II reviews prior research in the field of con-
tent-based fake news detection. Section III provides a detailed 
introduction to the proposed model and its key components. 
Section IV describes the datasets utilized, the experimental 
setup, the baseline models for comparison, and presents the 
experimental results along with a thorough analysis. Finally, 
Section V offers a concise summary of the paper. 

II. RELATED WORK 

Based on the modality of news content, fake news detection 
methods are categorized into unimodal and multimodal.  

Unimodal fake news detection methods primarily encom-
pass three aspects: text-based, vision-based, and metadata-
based. 

1) Text-based: Early research primarily utilized manual 

extraction of statistical features from the context of the 

content. Guo et al. [23]. counted the proportion of negative 

words in the text, while Parikh et al. [24]. counted the types 

and numbers of punctuation symbols. However, manual 

methods are time-consuming and labor-intensive, making it 

difficult to meet the demands of large volumes of data. As a 

result, techniques for automatically detecting fake news using 

deep learning have emerged. Deep neural networks based on 

CNN [25], RNN [26], attention mechanisms [27], and GNN 

[6] are constructed to capture semantic, emotional, stylistic, 

and stance features for identifying fake news. 

2) Vision-based: In addition to textual content, some 

studies also consider image information in the news [27][28]. 

These methods typically use VGG, ResNet to capture spatial 

domain features, or through discrete cosine transform, Fourier 

transform to capture frequency domain features. 

3) Metadata-based: The identification of fake news relies 

not only on the content but also on social contextual features, 

i.e., metadata. This includes comments [29] (The comment 

based approach utilizes an interactive mechanism to obtain 

valuable features between comments and news), user profiles 

[30] (The method based on user data is suitable for fake news 

with a large number of users), platform characteristics [27] 

(Social platform based methods often appear in cross platform 

fake news detection tasks), and propagation patterns [13] (The 

method based on propagation mode has time series 

characteristics). These metadata features are helpful in fake 

news detection. 
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Multimodal fake news detection most research focuses on 
three aspects: feature extraction, interactive fusion, and con-
sistency alignment. 

1) Feature extraction: Multimodal news content detection 

methods typically employ targeted pre-trained models to 

extract features from different modalities. For instance, word 

vector models such as Word2Vec and GloVe are used to 

extract textual features, while convolutional neural networks 

like VGG and ResNet extract image features [15]. With the 

advent of transformer architectures [31], Transformer-based 

pre-trained models have significantly enhanced the capability 

of feature extraction by capturing deeper linguistic 

representations. 
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Fig. 1. The model framework MHFAN proposed in this paper consists of four levels: Feature representation, MHF, SCR, and model learning. CLIP and the 

discriminator are capable of capturing explicit and implicit common features, MHF enhances the deep fusion between features, and SCR can capture the 

consistency and inconsistency among features.

2) Interactive fusion: The objective of feature interaction 

fusion is to integrate information from different modality data 

sources to enhance model performance, and this process is 

primarily categorized into early fusion and late fusion. Early 

fusion [32][33][34] also known as feature-level fusion, refers 

to the combination of different modalities of information 

through concatenation or addition operations during the 

feature extraction or feature construction phase of the model. 

After the fusion, the combined features represent the joint 

feature space of all modalities, enabling the model to consider 

information from different data sources simultaneously, with 

all features being equally output downstream for learning. 

Late fusion [35][36] also known as decision-level fusion, is 

where models for each modality are trained independently, 

learning and extracting features and information from their 

respective modalities. Each modality's data is first processed 

and analyzed independently, and the outputs of the same type 

are fused at the decision stage using operations such as 

summation, maximum, average, or dot product. 

3) Consistency alignment: The mismatch between 

different information modalities in news is a common source 

of error, such as discrepancies between images and text. By 

aligning data from various modalities, we ensure consistency 

and relevance within a unified representational space. Current 

research focuses on similarity comparison [20], semantic 

matching [37], entity alignment [18], and other alignment 

strategies [38] for detection. 

However, the aforementioned methods have the following 
shortcomings: 

 Feature extraction is susceptible to the influence of the 
distribution of certain news content. For instance, fake 
news is widely distributed in political and economic 
spheres and often contains a significant amount of pes-
simistic emotional content. To mitigate the impact of 
content bias resulting from data distribution, it is neces-
sary to capture common features that are insensitive to 
events and emotional changes. 

 Methods such as summation, splicing, and averaging for 
feature fusion are shallow, leading to information loss 
and redundancy of features; 

 Existing alignment methods have not explored the in-
consistent information between multimodal features, 
and there is a lack of correlation and interaction be-
tween different types of features. 

To address the aforementioned issues, the Multi-Reading 
Habits Fusion Adversarial Network (MHFAN) has been devel-
oped. Initially, during the feature extraction phase, the CLIP 
pre-trained model is utilized to capture salient features that 
support the detection task. Concurrently, a dual discriminator is 
employed to derive common features that are insensitive to 
event and emotional changes, thereby mitigating bias caused 
by data distribution. In the feature fusion phase, a Multi-
Reading Habits Fusion layer (MHF) is constructed to enhance 
feature interaction and achieve deep feature integration. Final-
ly, for consistency alignment, a Similarity Constraint Reason-
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ing layer (SCR) is designed to capture both consistencies and 
inconsistencies between different features, which is then ap-
plied to the task of fake news detection. 

III. THE PROPOSED MODEL 

The propose model, MHFAN, has a structure as shown in 
Fig. 1. 

A. Feature Representation 

The input for MHFAN consists of multimodal news (i.e., 
image and text content) and image descriptions (expanded 
from the image content using a pre-trained image2sentence 
model). For the multimodal news, the text content is represent-

ed as a text sequence 𝑇 ∈ ℝ𝑙𝑇×𝑑, and the sequence T is com-

posed of 𝑙𝑇  tokens, where each token 𝑡𝑖 = ℝ𝑑  is a d-
dimensional vector learned from the CLIP model. Then, using 
the CLIP model in the same way to learn the visual features of 
the image content from the spatial domain, we obtain the image 

feature vector 𝑉 ∈ ℝ𝑙𝑉×𝑑 of length 𝑙𝑉 in the last hidden layer. 

B. Multi-Reading Habits Fusion Layer(MHF) 

To achieve deep integration of multimodal features, the 
Multi-Reading Habits Fusion Layer (MHF) has been designed. 
Based on the differences in how people focus on multimodal 
information, three reading habits have been identified: "Focus 
on Image & Scan Text," "Scan Image & Focus on Text," and 
"Focus on Both Image and Text." In this context, "Focus" indi-
cates thorough reading, while "Scan" indicates cursory reading. 
Within the MHF, the initial embeddings of the unimodal in-
formation are considered as "Scan" behavior, while deeper 
encoding is regarded as "Focus" behavior. Consequently, MHF 
first constructs different unimodal encoding blocks and then 
designs a Multi-Reading Habit Interaction Block (MHI) to 
model the three types of interactions that occur when people 
read multimodal information. 
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(a) Image attention blocks.       (b) Text attention blocks. 

Fig. 2. The attention block is the basic unit that makes up the encoder. 

1) Text and Image encoder: To demonstrate the learning 
of dependencies between any two text tokens and any two 
image regions and to extract the intrinsic features of text and 

images, a Text&Image Encoder based on the self-attention 
mechanism has been constructed. 

The text encoder and the image encoder are attention net-
works formed by stacking their respective attention blocks, as 
shown in Fig. 2. The text attention block consists of a multi-
head attention mechanism and a feed forward network (FFN), 
connected through residual connections and layer normaliza-
tion (Add & Norm). The feed-forward neural network in the 
image attention block is replaced with a Multilayer Perceptron 
(MLP). The core of both encoders is the self-attention mecha-
nism, whose computation is illustrated as follows: 

𝐻 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
) 𝑉 (1) 

where, Q, K, and V represent the Query matrix, Key ma-
trix, and Value matrix, respectively. Here, Q=K=V=T, and 𝑑𝑘 
is equal to 𝑑/2 . To extensively learn richer text contextual 
information and image upper and lower regional information 
from different perspectives, the multi-head attention mecha-
nism projects the queries, keys, and values through m different 
linear projections, and then executes them in parallel. Finally, 
the processed results are integrated and projected to obtain a 
new representation, with the computation shown as follows: 

ℎ𝑒𝑎𝑑 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑞 , 𝐾𝑊𝑘 , 𝑉𝑊𝑣) (2) 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1 , …… , ℎ𝑒𝑎𝑑𝑚)(3) 

𝐸𝑇&&𝐸𝑉 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉)  (4) 

where, 𝑊 ∈ ℝ𝑑×𝑑  are trainable parameters. 𝐸𝑇 ∈ ℝ𝑙𝑇×𝑑  is 

the encoding of the news text content, and 𝐸𝑉 ∈ ℝ𝑙𝑉×𝑑 is the 
encoding of the news image content. 

2) Multi-reading habit interaction block (MHI): To model 

the interactive behaviors within each reading habit, the Multi-

Reading Habit Interaction Block (MHI) has been constructed 

based on the co-attention mechanism to learn the 

dependencies between multimodal information, as illustrated 

in Fig. 3. Taking "Focus text&Scan image" as an example, the 

MHI takes as input the pair < 𝐸𝑇 , 𝑉 >, The fusion logic of the 

MHI is described as follows: 

𝐻𝑇̂ = 𝑁𝑜𝑟𝑚 (𝐸𝑇 + 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝐸𝑇(𝑉)

𝑇

√𝑑
)𝑉) (5) 

𝐻𝑉̂ = 𝑁𝑜𝑟𝑚 (𝑉 + 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑉(𝐸𝑇)

𝑇

√𝑑
)𝐸𝑇) (6) 

𝐻𝑇
𝑓𝑡𝑠𝑖

= 𝑁𝑜𝑟𝑚(𝐻𝑇̂ + 𝐹𝐹𝑁(𝐻𝑉̂))  (7) 

𝐻𝑉
𝑓𝑡𝑠𝑖

= 𝑁𝑜𝑟𝑚(𝐻𝑉̂ + 𝐹𝐹𝑁(𝐻𝑇̂))  (8) 

𝐻𝑓𝑡𝑠𝑖 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝐻𝑇
𝑓𝑡𝑠𝑖

, 𝐻𝑉
𝑓𝑡𝑠𝑖

)  (9) 

𝐻𝑓𝑡𝑠𝑖represents the integrated semantics of the interaction 
block specifically for the "Focus text&Scan image" reading 
habit. The integrated semantics for the "Focus image&Scan 

text" and "Focus image&Focus text" reading habits are 𝐻𝑓𝑖𝑠𝑡  

and 𝐻𝑓𝑖𝑓𝑡, respectively. 

Finally, the three reading habits are integrated to form a 
comprehensive fused representation of the multimodal news, 

denoted as 𝐻𝑀 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝐻𝑓𝑡𝑠𝑖 , 𝐻𝑓𝑡𝑓𝑖 , 𝐻𝑓𝑖𝑠𝑡). 
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C. Similarity Constraint Reasoning Layer (SCR) 

To explore the consistency and inconsistency between dif-
ferent modal features, the Similarity Constraint Reasoning 
(SCR) layer has been designed from two perspectives. First, 
the Consistency Reasoning Block (CRB) is employed to inves-
tigate the consistency between image descriptions and unimod-
al features. Then, the Inconsistent Association Constraint (IAC) 
is introduced to capture the semantic deviations between uni-
modal features and multimodal fused features. 

1) Consistency Reasoning Block (CRB): Taking the 

consistency alignment between the image description 𝑆  and 

the textual features 𝐸𝑇  as an example, 𝑆  and 𝐸𝑇  are first 

projected into a shared latent space of the same dimension. 

𝐹𝑆 = tanh⁡(𝑊𝑐𝑆 + 𝑏𝑐)  (10) 

𝐹𝑇 = tanh⁡(𝑊𝑚𝐸𝑇 + 𝑏𝑚)  (11) 

where, 𝐹𝑆and 𝐹𝑇  represent the image description and the 
deep textual semantics in the shared space, respectively. Then, 
the image description 𝑄𝑠 = 𝑊𝑞𝐹𝑆 is used as the query and the 
deep textual feature 𝐾𝑇 = 𝑊𝑘𝐹𝑇 as the keys. Through the at-

tention weight matrix 𝐴𝐶𝑀 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑄𝑐𝐾𝑇
𝑇), the consisten-

cy between these two features is captured. The matrix 𝐴𝐶𝑀 
reflects the degree of attention that the query vector 𝑄𝑠 pays to 
the key vector 𝐾𝑇. 

𝐴𝐶𝑀 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑄𝑐𝐾𝑇
𝑇)  (12) 

𝐼𝑆𝑇 = 𝐹𝑠 + 𝐴𝐶𝑀𝐹𝑇  (13) 

where, 𝐼𝑆𝑇represents the consistency aggregation vector be-
tween the description and the text, and the consistency aggre-
gation vector between the description and the vision, 𝐼𝑆𝑉, fol-
lows the aforementioned equation. 
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(a) Traditional co-attention mechanism. 
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(b) Multi-Reading Habit Interaction Block (MHI). 

Fig. 3. The architecture diagram of co-attention and our MHI. 

2) Inconsistent Association Constraint(IAC): The 

Inconsistent Association Constraint (IAC) is designed to 

measure the semantic deviation between unimodal and 

multimodal information in the news. It assesses the deviation 

between the unimodal aggregated vectors (𝐼𝑆𝑇  and 𝐼𝑆𝑉 ) and 

the multimodal fused semantics. Taking the deviation between 

𝐼𝑆𝑇 and 𝐻𝑀 as an example: 

𝑀𝑖,𝑗
𝑇𝑀 = cos(𝐼𝑖

𝑆𝑇 , 𝐻𝑗
𝑀)  (14) 

where 𝑀𝑖,𝑗
𝑇𝑀 ∈ ℝ𝑙𝑆𝑇×𝑙𝑀, 𝑙𝑆𝑇 and 𝑙𝑀 are the lengths of the list 

𝐼𝑆𝑇 and 𝐻𝑀respectively, and𝑀𝑇𝑀is the text multimodal devia-
tion matrix. In this way, 𝑀𝑉𝑀 represents the image multimodal 
deviation between 𝐼𝑆𝑉 and 𝐻𝑀. Subsequently, the two types of 
deviation matrices are passed to an MLP to obtain the overall 

semantic deviation 𝑀𝑎𝑙𝑙: 

𝑀𝑎𝑙𝑙 = 𝑀𝐿𝑃(𝑐𝑜𝑛𝑐𝑎𝑡(𝑀𝑇𝑀, 𝑀𝑉𝑀))  (15) 

Thus, the final multimodal fused features of the news are 
the comprehensive measure IM of the multimodal features, the 
consistency aggregated vectors, and the overall semantic devia-
tion: 

𝐼𝑀 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝐻𝑀 , 𝐼𝑆𝑉 , 𝐼𝑆𝑇 , 𝑀𝑎𝑙𝑙)  (16) 

D. Model Learning 

The model learning is accomplished by the Fake News De-
tector and the Event&Sentiment Discriminator. The former 
consists of a fully connected layer and a softmax layer, with the 
purpose of correctly classifying the news; the latter is com-
posed of a gradient reversal layer (GRL) and a fully connected 
layer, with the aim of accurately classifying the news events 
and sentiments. Both use cross-entropy to calculate the loss. 
The loss function 𝐿𝑓 for the Fake News Detector is defined as 

follows: 

𝐿𝑓 = −[𝑦𝑓log𝑃𝑓 + (1 − 𝑦𝑓)log(1 − 𝑃𝑓)] (17) 
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where, 𝑃𝑓 represents the predicted label, and 𝑦𝑓 is the true 

label. Similarly, the loss functions for the Event Discriminator 
and the Sentiment Discriminator are 𝐿𝑒 and 𝐿𝑠, respectively. 

In fact, due to the presence of the GRL, the Discriminator is 
inclined to maximize the loss function. A higher loss indicates 
that the feature distributions are similar, which eliminates the 
dependency on specific events or specific sentiments. The fea-
tures learned are common across different events or different 
sentiments. This sets up a minimax game with the Detector, 
which tends to minimize the objective function, establishing an 
adversarial relationship. The final loss function for the model is 
defined as: 

𝐿𝑓𝑖𝑛𝑎𝑙 = 𝐿𝑓 − 𝛼𝐿𝑒 − 𝛽𝐿𝑠  (18) 

where, the loss function parameters 𝛼  and 𝛽  are used to 
balance the losses between fake news detection and event and 
sentiment classification. 

IV. EXPERIMENTS 

A. Datasets and Data Preprocessing 

To verify the performance of MHFAN, experiments were 
conducted on two datasets: Weibo and Twitter. The Weibo 
dataset, proposed by Jin et al [39]., includes confirmed fake 
news verified by Sina Weibo's official platform from May 
2012 to January 2016, as well as real news verified by Xinhua, 
an authoritative Chinese news source. The Twitter dataset, 
proposed by Boididou et al. [40], is used to evaluate multimod-
al tasks on MediaEval. During the data preprocessing phase, 
duplicate images were removed, low-quality images were fil-
tered out, and punctuation, numbers, special characters, and 
short words were eliminated from the text. 

It was observed that in both the Weibo and Twitter multi-
modal datasets, the images and their corresponding text content 
were not entirely relevant and lacked some semantic infor-
mation to varying degrees. To address this issue, a pre- trained 
image2sentence model [41] was employed to generate brief 
descriptions of the images, thereby providing text information 
that aligns with the image content. This generated text was 
used to expand the textual content of the dataset and fill in the 
missing semantic information. Additionally, the SKEP model 
[42] was utilized to categorize the datasets into three emotional 
labels (positive, neutral, negative), and the Single-Pass method 
[43] was used to detect new events mentioned in the posts. 

B. Experimental Settings 

To prevent overfitting, the model parameters of CLIP were 
frozen during training on both the Twitter and Weibo datasets. 
In the embedding layer, the length of the text sequence was set 
to 128, and the length of the image representation was 197; the 
Text&Image Encoder had six attention heads and consisted of 
4 attention blocks; furthermore, the model was trained for 100 
epochs with a learning rate of 1e-5, and the batch size was set 
to 128. 

C. Evaluation Metrics 

The experiments utilized accuracy, precision, recall, and 
the F1 score to assess the performance of the proposed model. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (19) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (20) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (21) 

TABLE I.  COMPARISON RESULTS OF MHFAN WITH DIFFERENT BASELINE MODELS ON THESE TWO DATASETS 

Dataset Methods Accuracy 
Fake News True News 

Precision Recall F1 Precision Recall F1 

Twitter 

Visual-Only 0.590 0.580 0.540 0.560 0.600 0.640 0.620 

Text-Only 0.529 0.488 0.497 0.496 0.565 0.556 0.561 

Att-RNN 0.664 0.749 0.615 0.676 0.589 0.728 0.651 

EANN 0.648 0.810 0.498 0.617 0.584 0.759 0.660 

MVAE 0.745 0.801 0.719 0.758 0.689 0.777 0.730 

MCAN 0.809 0.889 0.765 0.822 0.732 0.871 0.795 

MEAN 0.780 0.690 0.840 0.760 0.870 0.740 0.800 

MHFAN 0.840 0.924 0.813 0.865 0.736 0.887 0.804 

Weibo 

Visual-Only 0.640 0.580 0.570 0.610 0.640 0.690 0.660 

Text-Only 0.640 0.741 0.573 0.646 0.651 0.798 0.711 

Att-RNN 0.772 0.854 0.656 0.742 0.720 0.889 0.795 

EANN 0.782 0.827 0.697 0.756 0.752 0.863 0.804 

MVAE 0.824 0.854 0.769 0.809 0.802 0.875 0.837 

MCAN 0.899 0.913 0.889 0.901 0.884 0.909 0.897 

MEAN 0.894 0.900 0.870 0.890 0.890 0.910 0.900 

MHFAN 0.905 0.887 0.931 0.909 0.925 0.877 0.901 
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𝐹1 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (22) 

where, TP: fake news forecast is fake; TN: real news pre-
dicted to be real; FP: real news that is predicted to be fake; FN: 
fake news predicted to be real. 

D. Performance Comparison 

MHFAN was compared with several advanced baselines, 
including both unimodal and multimodal models. 

1) Unimodal Models: 

a) Visual-Only: This model relies entirely on image 

information for subsequent classification, using a pre-trained 

VGG-19 model to extract image features. 

b) Text-Only: This model relies entirely on text 

information for subsequent classification, using Word2Vec 

combined with Text-CNN to extract text features. 

Multimodal Models: 

c) Att-RNN [39]: It employs a cross-modality attention 

mechanism to combine text, visual, and social context features. 

d) EANN [15]: While using pre-trained models to 

extract explicit features from the display, it constructs an event 

recognizer to obtain implicit common features. 

e) MVAE [44]: It uses an encoding-decoding paradigm 

to capture shared representations that include both visual and 

textual modalities. 

f) MCAN [14]: It integrates features from text, spatial 

domain, and frequency domain through deeply stacked co-

attention layers. 

TABLE II.  ABLATION ANALYSIS ON TWITTER AND WEIBO DATASETS 

Dataset Methods Accuracy 
Fake News True News 

Precision Recall F1 Precision Recall F1 

Twitter 

-Text 0.593 0.744 0.539 0.625 0.467 0.685 0.555 

-Image 0.678 0.789 0.666 0.723 0.552 0.699 0.617 

-Description 0.762 0.854 0.750 0.798 0.648 0.783 0.710 

-MHF 0.774 0.842 0.788 0.814 0.676 0.748 0.710  

-SCR 0.807 0.859 0.830 0.844 0.727 0.768 0.747 

-Adversarial 0.819 0.905 0.796 0.847 0.712 0.858 0.778 

MHFAN 0.840 0.924 0.813 0.865 0.736 0.887 0.804 

Weibo 

-Text 0.635 0.640 0.642 0.642 0.630 0.628 0.629 

-Image 0.669 0.673 0.681 0.677 0.666 0.657 0.661 

-Description 0.775 0.782 0.773 0.777 0.768 0.778 0.772 

-MHF 0.773 0.794 0.750 0.771 0.755 0.798 0.776 

-SCR 0.805 0.817 0.793 0.805 0.793 0.816 0.805 

-Adversarial 0.858 0.859 0.865 0.861 0.858 0.852 0.856 

MHFAN 0.905 0.887 0.931 0.909 0.925 0.877 0.901 

g) MEAN [45]: It utilizes a multimodal generator to 

enhance the latent discriminative feature representations of 

text and image modalities. 

The results are shown in Table I from which the following 
observations can be made: 

 Compared to the Visual-Only approach that solely relies 
on visual modality, Text-Only demonstrates a distinct 
advantage in the task of fake news detection. This sug-
gests that visual information has relatively limited ex-
pressiveness and struggles to provide semantic infor-
mation as rich as text. Therefore, in the task of fake 
news detection, the textual modality has been proven to 
be more effective than the visual modality, and better 
capable of distinguishing between true and fake news 
information. 

 Att-RNN achieves better performance than Visual-Only 
and Text-Only, indicating that the application of multi-
modal information is beneficial for detection; EANN 

constructs an event adversarial neural network and 
demonstrates strong performance in fake news detection 
tasks using explicit and implicit common features; 
MVAE surpasses EANN and Att-RNN in fake news de-
tection with the superior performance of its multimodal 
variational autoencoder; MEAN improves the model's 
performance by capturing and learning common fea-
tures of modalities and events through dual discrimina-
tors; MCAN's designed co-attention network shows su-
perior performance compared to MVAE and MEAN, 
indicating the effectiveness of capturing consistent se-
mantics between multimodal features. 

 Compared with the comparative model, the proposed 
MHFAN fake news detection model shows superiority 
in various indicators on Weibo and Twitter datasets. In 
the Twitter dataset, the accuracy of fake news detection 
increased by 3.5%. On the Weibo dataset, the recall rate 
of fake news detection increased by 4.2%. 
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E. Ablation Analysis 

1) Effectiveness of each component: To investigate the 

effectiveness of each component in MHFAN, five model 

variants were created: -Text, -Image, -Description, -MHF, -

SCR, and -Adversarial. These variants denote the removal of 

the following components: text representation, image 

representation, image description, the MHF, the SCR, and the 

adversarial network, respectively. 

The results of the ablation study are shown in TABLE II. , 
from which the following observations can be made: 

 The removal of different layers led to varying degrees 
of degradation, demonstrating the effectiveness of each 
component. 

 The -Text and -Image models performed weaker than 
MHFAN, confirming that relying solely on unimodal 
information is detrimental to detection. The -
Description model also saw a significant performance 
drop, indicating the importance of image descriptions 
for semantic expansion. 

 The performance of MHFAN without the MHF layer 
was significantly reduced, reflecting that modeling hu-
man reading habits can promote the tight integration of 
multimodal information; the absence of the SCR layer 
meant that MHFAN could not obtain the consistency 
and inconsistency of features between modalities, and 
its performance also plummeted. 

 The -Adversarial model experienced a decrease in pre-
cision of 1.9% and 2.8% on the Twitter and Weibo da-
tasets, respectively, illustrating the importance of cap-
turing implicit common features for fake news detection. 

2) Comparative analysis of multi-reading habits fusion 

layer: MHF is the method employed by MHFAN for deep 

feature fusion and includes two core mechanisms: Multi-

Reading Habits (MRH) and the Multi-Reading Habit 

Interaction Block (MHI). The MRH captures both deep and 

shallow features of different modalities, while the MHI 

achieves interactive fusion of features from these modalities. 

Comparative experiments were conducted under two 

conditions: one with MRH and one without MRH (w/o MRH). 

Three alternative methods were also tested to replace MHI: 

traditional co-attention [46], cross-attention [47], and a 

version without the MHI module (w/o MHI). 

In 0, it is observed that the removal of either MRH or MHI 
significantly degrades the performance of MHFAN. Under 
both conditions with MRH and without MRH (w/ MRH and 
w/o MRH), cross-att, co-att, and IAC all demonstrate superior 
performance compared to those without SCR (w/o SCR), indi-
cating the necessity for deep interaction between features of 
different modalities. Moreover, SCR outperforms the other 
three alternative methods, suggesting that SCR can enhance the 
interaction of each reading habit, thereby achieving a deeper 
multimodal feature fusion. Additionally, whether it is the alter-
native methods or IAC, the scenarios with MRH (w/ MRH) 
show better results than without MRH (w/o MRH), demon-
strating the importance of capturing deep and shallow features 
from different modalities. 

3) Comparative analysis of inconsistent association 

constraints: Several alternative methods to IAC within 

MHFAN were evaluated by replacing IAC, which captures 

feature inconsistency, with the following methods: -IAC 

(removal of the IAC module), KL-divergence, Euclidean 

distance, Orthogonality constraints [48], and RA-coherence 

[49]. 

The results, as shown in 0, indicate that compared to w/o 
IAC, all four variants perform better on both datasets, demon-
strating the importance of capturing semantic deviations be-
tween different modalities in multimodal fake news detection. 
Furthermore, IAC outperforms the four alternative methods on 
both datasets as well. IAC captures the inconsistency between 
news modalities by calculating the correlation matrices of the 
two modalities, while the other four methods focus more on the 
correlation between two types of features and lack an effective 
measurement of different feature distributions. This proves the 
superiority of IAC in handling semantic deviations. 

        
(a) On the Twitter dataset          (b) On the Weibo dataset 

Fig. 4. Comparison of performance of different ablation blocks in MHF. 
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(a)On the Twitter dataset         (b) On the Weibo dataset 

Fig. 5. Comparison of performance of different ablation blocks in IAC.

V. CASE STUDY 

To further illustrate the effectiveness of the proposed meth-
od, several cases from the Twitter dataset were selected for 
visualization. 

Image Visualization Text Image description 

  

A new fish 
discovered in 
Arkansas ( 
PIGFISH ) 

A fish with a head 
resembling a pig's 
face. 

  

Casual shark 
swimming 
passed a car 

There is a shark 
swimming in the 
water next to the 
car mirror. 

  

The original 
photo of Hur-
ricane Sandy 
over the Stat-
ue of Liberty 

There is a storm 
behind the Statue 
of Liberty that 
looks like a cat 
face. 

Fig. 6. Visualization case of twitter dataset. 

From Fig. 6, it is evident that MHFAN effectively captures 
features within images and aligns semantically with the corre-
sponding text and image descriptions. In the first example, 
MHFAN identified the body of the fish and the face of a pig in 
the image, even though the text did not directly mention pigs, 
underscoring the importance of image descriptions for seman-
tic expansion. In the second example, MHFAN adeptly focused 
on the shark and the rearview mirror in the image, achieving 
semantic alignment with both the text and the image descrip-
tion. The third example similarly demonstrates the model's 
strengths in feature extraction and consistent semantic align-
ment. 

VI. CONCLUSION 

The dissemination of fake news not only undermines the 
credibility of news media but also negatively affects the online 
information environment. The spread of false information se-
verely impedes the healthy development of social media plat-

forms. In response to the existing issues in multimodal fake 
news detection, the Multi-Reading Habits Fusion Adversarial 
Network (MHFAN) has been developed, and its effectiveness 
has been extensively tested and verified on two datasets. Future 
work aims to refine MHFAN by incorporating factual data 
from search engines and metadata associated with news articles. 
This enhancement strategy is expected to bolster the network's 
resilience and expand its applicability to a wider range of sce-
narios. 
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