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Abstract—Computerized knowledge assessments have become 

increasingly popular, especially since COVID-19 has transformed 

assessment practices from both technological and pedagogical 

standpoints. This systematic review of the literature aims to 

analyze studies concerning the integration of adaptive assessment 

techniques and algorithms in Learning Management Systems 

(LMS) to generate a global vision of their potential to enhance the 

quality and adaptability of learning, and to provide 

recommendations for their application. A review of international 

indexed databases, specifically Scopus, was conducted, focusing on 

studies published between 2000 and 2024. The PICO framework 

was used to formulate the search query and the PRISMA 

(Preferred Reporting Items for Systematic Reviews and Meta-

Analyses) framework to select 66 relevant studies based on 

inclusion and exclusion criteria such as publishing year, document 

type, subject area, language, and other factors. The results reveal 

that integrating adaptive assessments positively impacts the 

quality of learning by generating short tests dynamically adapted 

to students’ skills, learning styles, and behaviors. Furthermore, 

the findings identify various techniques and algorithms used, as 

well as their main features and benefits. These tools tailor adaptive 

learning programs to meet students’ specific needs, preferences, 

and proficiency levels, thereby enhancing student motivation and 

enabling them to engage with material that matches their 

knowledge and abilities. In conclusion, the systematic review 

emphasizes the significance of integrating adaptive assessments in 

educational environments and offers tailored recommendations 

for their implementation to provide adaptive learning. These 

recommendations can be adopted and reused as guidelines to 

develop new and more sophisticated assessment models. 

Keywords—Adaptive assessment; adaptive learning; test; 

education; techniques 

I. INTRODUCTION 

Adaptability changes the method of delivering education, 
and learners use adaptive learning systems (ALS) as part of 
blended learning or fully online learning, it can be obligatory 
with credit or optional courses without any credit [1]. The aim 
of ALS is to alter instructions using a set of predefined rules to 
provide learning materials adapted to the needs and behavior of 
the student [2]. In addition, learner assessment is one of the 
principal moments in the educational process [3], it offers the 
possibility to construct a continuous and reversible process, over 
the learning life cycle of the student. According to OECD [4], 
assessment is the process of measuring and/or collecting and 
using evidence and proof about the outcomes of students. 

Many people usually imagine when they first hear the word 
assessment that it solely refers to the collecting and analyzing of 
some information about a learner. However, assessment can also 

involve interpreting and acting on information gathered about a 
learner’s understanding and/or performance in relation to 
educational goals. 

Given the critical importance of adaptive assessment in 
enhancing educational outcomes and the evolving landscape of 
personalized learning [5], it is imperative to develop effective 
assessment mechanisms that can adapt to individual learner 
needs. Adaptive assessment systems have emerged as a 
promising approach to improve the precision and relevance of 
student evaluations. These systems utilize advanced algorithms 
and theoretical frameworks to dynamically adjust the difficulty 
and content of assessments based on real-time analysis of 
student performance and behavior [6]. Furthermore, assessment 
can also involve interpreting and acting on information gathered 
about a learner’s understanding and/or performance in relation 
to educational goals. The principal challenge posed is not just 
the availability of learning content to learners but also the ability 
to present knowledge in the right place, time, and form. 

Despite the promising potential of adaptive assessment to 
transform educational practices, comprehensive and systematic 
research in this domain remains limited. This study aims to 
address this gap by conducting a thorough literature review of 
the current state-of-the-art in adaptive assessment. The findings 
will provide valuable insights for researchers and practitioners, 
helping them understand current research trends, identify gaps, 
and develop more effective adaptive assessment tools. 
Ultimately, this research seeks to contribute to the advancement 
of adaptive assessment systems, which are essential to modern 
educational environments, thereby enhancing student learning 
experiences and outcomes. 

This research stems from the need to understand the most 
recent advances in adaptive assessment within educational 
practices. The main contribution of this study is to identify how 
various assessment implementations and methods naturally 
emerge to meet the demand for measuring learning outcomes. 

To achieve this objective, a systematic review of numerous 
studies collected from the Scopus database was conducted, 
employing inclusion and exclusion criteria. Subsequently, 
through the analysis of our selected studies, a framework was 
derived for an effective integration of adaptivity in knowledge 
assessment. The necessity for developing adaptive assessment-
driven framework stems from the significant dropout rates 
observed in traditional assessment offered to students. In 
response to this challenge, a framework that offers adaptive, 
personalized advanced learning assessment was embraced, 
helping to place the student at the center of the learning process 
to maximize learning outcomes. 
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Following the review and examination of the 66 studies 
included in the research, three key themes were identified. These 
themes encompass the role of knowledge assessment in learning 
and education as a scaffolding instrument, the identification of 
the most used adaptive assessment theories, algorithms, and the 
proposed guidelines for defining the main characteristics of an 
effective adaptive assessment. 

The paper is organized into several key sections to offer a 
comprehensive understanding of adaptive assessment in 
educational practices. Section II examines adaptive learning in 
detail, addressing its definition, role, advantages, and various 
assessment methods. Section III outlines the research approach, 
detailing the formulation of research questions, search strategy, 
and criteria for selecting studies. Section IV provides a thorough 
analysis of the included studies, covering statistical descriptions, 
key theories and models underlying adaptive assessment, and 
recommendations for future directions. Section V presents a 
discussion that synthesizes the findings, highlighting the 
strengths, and practical implications of the reviewed adaptive 
assessment methods. Finally, the conclusion summarizes in 
Section VI, the significance of adaptive assessment in enhancing 
ALS, providing a clear and detailed perspective on the role and 
influence of adaptive assessment in contemporary education. 
This structure is designed to offer a comprehensive overview 
and critical analysis of adaptive assessment's impact on 
educational practices. 

II. LITERATURE REVIEW 

Adaptive learning has revolutionized educational practices 
by tailoring the learning experience to individual student needs. 
This section explores the different aspects of adaptive learning, 
focusing on its definition, role, advantages, approaches, and 
various assessment methods. 

A. Adaptive Learning 

Adaptive learning, by definition, is a methodology to adjust 
and personalize a learning process notably content to a learner, 
in order to fit to different situations and circumstances [7]; thus, 
adaptive learning gives the possibility to make a learner a 
collaborator in the process of education instead of a passive 
recipient of information [8] because each learner has a specific 
optimal learning path composed of many connected dots and 
each dot represents a knowledge component or a skill [9]. 
Adaptive learning considers many aspects, such as the learner’s 
current level [10], individual needs [11], the learning style [12], 
and different interactions with students to individualize all 
components of the learning process: content, interface, learning 
style and assessment [13]. Therefore, adaptive learning allows a 
student to progress to more challenging material based on their 
performance, while providing additional support to others to 
help them master skills. This approach ensures that learners are 
not constrained by the class pace but can follow their own 
individual learning pace [9]. Thus, the instructor and learner can 
make the right decision at the right moment by following the 
learning curve and learning trajectories [14]. In summary, 
adaptive learning seeks to tailor the educational experience to 
help students achieve their learning objectives by emulating the 
personalized, one-on-one interaction between a teacher and a 
learner. 

B. The Role of Assessment in Adaptive Learning 

“What we assess is what we value. We get what we assess, 
and if we don’t assess it, we don’t get it” is a statement declared 
by psychologist Lauren Resnick [15] which shows the 
importance of the assessment as the main and the critical step in 
the educational process, over twenty years ago, evaluation and 
assessment were considered a challenging research issue in 
education [16]. Many Adaptive Learning Systems (ALS) focus 
more on assessment than on content [17]. Assessment data 
collected from students' responses is used to personalize the 
learning process, creating tailored paths based on results. These 
paths are continuously updated with each assessment [13]. Thus, 
learners’ assessment is considered a crucial factor for a 
successful e-learning process. 

C. Types of Knowledge Assessment 

Knowledge assessment can be globally divided into three 
types: summative, formative and pre-assessment. Generally, 
summative assessment is more dominant than formative 
assessment in e-learning [9] but the last two types have shown 
more potential, especially in adaptive learning [18] and 
researchers have shifted the focus to these two types. 

1) Summative assessment: Also known as assessment of 

learning, this type of evaluation occurs at the end of the learning 

cycle to measure learner achievement and verify mastery of a 

curriculum unit [19]. It assesses the cumulative progress of the 

learner. 

2) Formative assessment: Also called assessment for 

learning, it occurs throughout the learning cycle to provide both 

tutors and learners with feedback information to assist their 

learning experience and improve it [19]. This type assesses the 

quality of learning by positioning assessment between teaching 

and learning (current progress) instead of being positioned only 

at the end of the process [9], when formative assessments are so 

deeply embedded in the learning environment that the separation 

between assessment and learning is completely fuzzy and so 

unnoticeable to the students, this concept is known as stealth 

assessment [20]. Formative assessment allows us to refine the 

learning trajectory, increase the engagement and enthusiasm of 

a student to achieve a course and develop his self-regulation. 

3) Pre-assessment also known as diagnostic assessment, 

this kind of assessment measures each learner’s prerequisites, 

providing the teacher with a clear picture of the learners’ level 

of skills [21]. It is frequently succeeded by a sort of 

compensatory instruction to eliminate obstacles and offer 

different kinds of remedial activities [18]. It is usually initiated 

at the entrance of a learning course. It is designed to gauge the 

current student’s prior learning to detect learners’ needs, 

competencies, preconceptions, and prior knowledge, to orient 

them toward the most suitable curriculum. 

D. Learning Outcomes Assessed in Online Learning 

Wei et al. [8] defined three principal learning outcomes 
assessed in online learning, to know cognitive, behavioral, and 
effective learning outcomes (see Fig. 1), based on a study of 65 
peer-reviewed articles. The study demonstrated that these three 
aspects are correlated. 
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Fig. 1. Learning outcomes assessed. 

1) Cognitive outcomes: Correspond basically to obtained 

knowledge and intellectual skills. Knowledge is all information 

that a student has learned from a topic, but intellectual skills 

concern different abilities, such as reasoning, thinking processes 

and decision making. 

2) Behavioral outcomes: Refer to measuring learner 

engagement by monitoring his behavior while course learning 

such as duration and times of learning, participation in forums 

and discussion, submission of tasks, completion of tests. 

3) Affective outcomes: Correspond to perceptions of 

students, their satisfaction with the course, appreciation of their 

learning experience and benefits expected by them after 

enrolling in a course. 

In his paper, Shepard [22] suggested that most learning and 
assessment in higher education concentrates on cognitive 
outcomes rather than on affective outcomes, and behavior. 

E. Methods of Assessment 

A variety of assessment methods were developed by 
researchers to optimize the cognitive load, implement adaptive 
learning systems, and measure learning outcomes, such as the 
following: 

1) Computer-graded tests: This method is gradually 

replacing the traditional method called instructor graded 

assignments, which allow instructors to diagnose their students 

closely and with more efficiency [23]. This method is used to 

recognize and accredit student learning, and it allows the 

generation of immediate feedback that is linked to the parameter 

configuration so that each answer is either right or wrong. 

2) Self-assessment: This method is implemented in WEAS 

[24] and MAPS [25]. It allows students to self-assess their 

performance based on criteria and standards already fixed by 

teachers. It is a useful manner to prepare for the exam [26]. 

Generally self-assessment is combined with feedback and hints 

[27], so students participate in active learning by improving their 

knowledge and detecting possible misconceptions. 

3) Peer assessment: This method is implemented in MAPS 

[25]. It is considered an educational activity where the assessor 

and the assessed have similar statuses, and each one assesses 

learning outcomes, quality, and the level of the other; it requires 

a mutual relation based on trust. Peer review, peer grading, peer 

feedback and peer evaluation are all synonyms of peer 

assessment [28]. Lu and Zhang [29] demonstrate that students 

benefit more from acting as assessors than from being assessed. 

Li [30] has proven that quality increases if peer assessment is 

done anonymously. One of the advantages of this method is the 

creation of a competitive atmosphere between students despite 

their social aspects. 

4) First-step rapid diagnostic assessment: Kalyga [31] 

described this method as a diagnostic process in which each 

student studies a task for a limited time and is asked to put his 

first step toward the solution, so the tutor can determine the level 

of mastery of the student depending on his first step. If the 

learner possesses the required knowledge component, the final 

answer will be provided immediately; otherwise, the search 

process will commence. 

5) Concept map: It is a graph in which nodes symbolize 

concepts, and the directed labeled links that interconnect the 

nodes represent relations between concepts. This research in 

[32] uses concept maps as a method for assessing students’ 

comprehension of content by allowing them to display their 

understanding of concepts and connections between concepts in 

a graphic format. Using concept maps to assess learner 

knowledge at the level of understanding has many benefits, and 

this method is implemented in the Concept Mapping Tool. 

F. From Traditional Assessment to Adaptive Assessment 

The previous section highlighted the importance of 
knowledge assessment in providing adaptive learning. Now, this 
adaptability is also integrated into the assessment itself to 
achieve adaptive assessment. In contrast to conventional testing, 
which is based on fixed items that every examinee must tackle 
regardless of their knowledge level, adaptive assessment allows 
for the selection of questions based on the examinee’s 
performance. An adaptive assessment provides a short, 
personalized test, its items change depending on the response of 
the student, and the difficulty of each question is correlated to 
the answer to the previous question [13]. In addition, the 
decision to stop testing is dynamically related to the student’s 
performance shown in the test [33]. In brief, adaptive assessment 
seeks to avoid presenting easy questions to capable students, 
who are likely to answer correctly. Similarly, challenging 
questions are not presented to struggling students, who may find 
them difficult. 

G. Advantages of Adaptive Assessment 

Adaptive assessment retains the advantages of classical 
assessment in enhancing the learning process, but there are 
additional advantages that make adaptive assessment more 
efficient and effective, such as: Energizes and individualize the 
assessment process [13], reduce the length of the test by at least 
60 percent, so it can detect the level of a learner with fewer 
questions [34], reduces the duration of the test by reducing the 
number of questions and items [35], increases motivation of the 
learner by suggesting easier questions [36], gives self-reliance 
[36], avoids annoying students by providing tests adapted to 
their level of knowledge and skill [21], provides more detailed 
statistics used to refine learning trajectory and to correct 
curriculum [13], helps ITS to make a rapid diagnosis of a 
student’s characteristics and knowledge level to update their 
models [37], allow tutors to better differentiate between 
candidates by considering time analysis of responses [38], 
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reduce cheating because the test is tailored to each learner due 
to presence of questions banks which offer possibility to vary 
questions [39], give the possibility to each learner to tackle his 
course and tests at any time, and from any place, and enhancing 
the quality of feedback given to learners in real time. 

H. Approaches Followed in Implementing Adaptive 

Assessment 

From the articles of Lendyuk et al. [36] and Al-Rajhi et al. 
[40], three approaches of tests in adaptive assessment can be 
deduced; after a short description of each one, Table I provides 
a comparison between these three approaches: 

1) Pyramidal testing: It is used to assess learners without 

giving them a preliminary test, so all examinees take the same 

test with a middle level of difficulty, then the next task and 

question is related to the previous answer, if it is correct then the 

difficulty will increase and vice versa. Many variations of 

pyramidal testing have been developed such as constant step 

sizes, variable step sizes, truncated pyramids, and multiple-item 

pyramids. 

2) Flexilevel testing: It programs the first task with a 

definite level of difficulty chosen by the tutor. Each level has 

one item, and the difficulty of the next item depends on the 

answer of the learner. It increases if the answer is correct and 

vice versa. 

3) Stradaptive test: Stratified adaptive, in which many 

levels or strata of difficulties are defined. Each one group’s test 

items have approximately the same average difficulty. These 

strata are classified in order of difficulty, so the next item is 

selected from the upper strata if the previous answer is correct; 

otherwise, the system suggests an item from the bottom. 

TABLE I.  COMPARISON BETWEEN TYPES OF ADAPTIVE TESTS 

Type of adaptive test Preliminary test Difficulty level of the first question Number of items by difficulty level Next question 

Pyramidal testing No Middle level Depends on its variations Depends on response 

Flexilevel testing Yes Difficulty defined by the tutor One Depends on response 

Stradaptive test Yes is typically set to be of moderate difficulty Many 

Next question from strata 

upper or downer depending 
on the response 

 

III. MATERIALS AND METHODS 

The integration of adaptive assessment in learning 
management systems has opened a new chapter in educational 
research. Historically, studies on educational assessment have 
primarily focused on traditional methods. However, with the 
advent of adaptive assessment, the landscape of evaluating 
student performance and learning outcomes has transformed 
significantly. Before delving into the detailed findings of our 
systematic review, we will provide, in this section, an overview 
of the research approach, including the formulation of research 
questions, the search strategy, and the criteria for selecting 
relevant studies. 

A. General Background 

This study aims for a systematic review that delves into how 
adaptive assessment is used in adaptive learning, shedding light 
on its contributions and implications. Insights were drawn from 
indexed articles and reviews from the esteemed Scopus 
database. Using the PICO framework and logical operators 
(AND, OR, NOT), a search question was elaborated to guide the 
research endeavours. 

B. Research Question 

The objective of this study is addressed by answering the 
following research questions: 

 RQ1: In studies involving knowledge assessment, what 
is the role of assessment in adaptive learning, methods 
used in implementing assessment, and benefits of 
adaptive assessment? 

 RQ2: What are the theories, algorithms and techniques 
underlying adaptive assessment in learning and how do 
these elements differ from each other? 

C. Search Strategy 

Following the PICO framework, the scientific articles were 
gathered from the largest database of scientific publications, 
namely Scopus. The authors focused on research in assessment 
and its features. A combination of keywords was used in the 
research study, taken from the title, abstract and keywords such 
as” adaptive learning” AND” assessment”. The Boolean 
operators, parentheses, and stars were used wherever possible. 
Keyword synonyms were also used to obtain a more 
comprehensive search (as detailed in Table II). This meticulous 
approach aimed to maximize the potential results of our study. 

D. Selection Strategy 

1) Quantitative filtering: Following the formulation of the 

search query (Table II), a quantitative selection approach was 

employed, utilizing tools like Zotero software. The PRISMA 

framework was adhered to for analyzing and filtering the found 

studies based on inclusion and exclusion criteria outlined in 

(Table III). 

2) Qualitative filtering: After the quantitative filtering, a 

qualitative selection was conducted based on: 

 Title analysis according to the presence of the study’s 
keywords. 

 Abstract analysis based on sample and results. 

 Content reading and synthesizing. 

Table IV shows an overview of the number of articles found 
and included. 
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TABLE II.  KEYWORDS IN THE SEARCH QUERY 

learning AND OR education OR student* OR knowledge 

assessment AND OR evaluation OR test* 

Adapt* OR adaptive learning 

Search query 

SQ1: TITLE-ABS-KEY(( learning  OR  education  OR  student* )  AND  ( assessment  OR  evaluation  OR  test* )  AND  ( "adapt*" ) )  AND  ABS ( "adaptive 

learning"  AND  assessment )). 

SQ2: KEY(( learning  OR  education  OR  student* )  AND  ( assessment  OR  evaluation  OR  test* )  AND  ( "adapt*" ) )  AND  ABS ( "adaptive learning" ))} 

SQ3 : TITLE( learning  OR  education  OR  knowledge )  AND  ( assess*  OR  evaluat*  OR  test* )  AND  ( adapt* ) ) 
 

 
Fig. 2. Articles selection process and inclusion criteria. 

TABLE III.  INCLUSION AND EXCLUSION CRITERIA 

Including Criteria Excluding Criteria 

Indexed in Scopus, Not indexed in Scopus 

Computer science and education 

subject areas 
Other subject areas 

English language Not in English 

Studies related to assessment 
knowledge 

Studies not related to assessment 
knowledge 

TABLE IV.  SCOPUS SEARCH REQUESTS AND NUMBER OF RESULTS 

Research field Request Result 
Limited 

to English 

After scanning 

title 

TITLE-ABS-

KEY 
SQ1 406 396 122 

KEY and ABS SQ2 464 453 140 

TITLE SQ3 679 672 231 

Total - 1549 1521 493 

Total after the 

merge 
- - - 433 

The flow chart diagram which is given in Fig. 2 describes 
the filtering process based on the PRISMA framework. 

IV. ANALYSIS AND FINDINGS 

Adaptive assessment leverages advanced theoretical 
frameworks to enhance the precision and effectiveness of 
evaluating student knowledge. This section offers a 
comprehensive analysis of the included studies, detailing 
statistical descriptions and exploring the primary theories that 
underpin adaptive assessment. 

A. Statistical Description of the Included Studies 

1) Databases: the scientific articles were gathered from the 

largest database of scientific publications, namely Scopus. The 

authors focused on research in assessment and its features. 

2) Publishing year: Fig. 3 below shows a representation of 

selected studies according to publishing year, and it can be 

noticed that most of the papers were published after 2011, which 

explains the growing interest in improving assessment as a main 

component of the adaptive learning process. 

3) Countries: As shown in Fig. 4, United States is having 

maximum number of included studies (27.5%), followed by 

Spain (07%), then Greece and China. 
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B. Theories Used in Adaptive Assessment 

To the best of our knowledge, IRT (item response theory) 
and KST (knowledge space theory) are the two most powerful 
theoretical frameworks used in the development of efficient and 
effective adaptive assessment tools. This section first presents 
IRT, then KST, and finally a comparative table between the two 
theories in terms of the specific goals and requirements of 
knowledge assessment is drawn up. 

 
Fig. 3. Division of the included studies according to publishing year. 

 
Fig. 4. Document by country. 

Item response theory (IRT): is one of the most used theories 
in adaptive assessment, and its origins date back to Rasch and 
Lord in the 1950s. This theory supposes that an answer to a 
question is related to an unknown latent numerical θ, 
corresponding to the knowledge of the topic being assessed [41], 
so it describes how students interact with questions in tests; in 
other words, IRT tries to link observable actions as answers, 
responses to unobservable characteristics. This psychometric 
theory is used to estimate learner knowledge, and to develop 
learners’ cognitive or non-cognitive measurement, to select the 
appropriate next question at each moment and to decide when 
the test is over [38]. Lendyuk et al. [36] explain that this variable 
nature of latent parameters provides the possibility for adaptable 
assessment, and mention that this combination between learner 
level and item difficulty on single measuring is the best 
advantage of IRT. Various IRT models exist, including Rasch, 
the 1PL model, the 2PL model, and GRM, chosen depending on 
item characteristics [42]. IRT is based on four principal 
assumptions: monotonicity (if the trait level increases, the 

probability of a correct answer also increases); one-
dimensionality (one dominant latent trait to measure); local 
independence (for each level of ability, responses to separate 
items are mutually independent); and invariance (item 
parameters can be estimated from any position on the item 
response curve). See the handbook of Van der Linden [43] for 
more information about IRT. 

1) Knowledge Space Theory (KST): In 1985, Doignon and 

Falmagne invented knowledge space theory (KST) which is 

based on probabilistic and combinatoric models [44]. In KST, 

each domain of knowledge is a collection of skills and concepts 

that must be learned by a student, and some skills are 

prerequisites of others, so if a learner acquires a skill, it becomes 

easier to master another; in other words, KST recognizes skills 

that are achievable without mastering any other skills [45]. KST 

is based on data collected from student answers to a set of 

questions reflecting different ability levels. These questions are 

not necessarily arranged in hierarchical order, and the answer 

can be correct or incorrect, so each student has a response state; 

for example, a learner who responds to questions 3, 4 and 5 

correctly has a response state (3, 4, 5). For a test that contains 

seven questions, there are 27 possible response states, from a 

null state to the full response state in which the student responds 

to all questions correctly. After KST forms a subset called the 

knowledge structure, it contains possible knowledge states [46]. 

The KST provides an accurate statement of what the student 

knows, does not know, and is ready to learn next. There are 

many research articles that explain the use of KST in assessment 

such as article published by Arasasingham et al. [46] used 

Knowledge Space Theory to assess student understanding of 

stoichiometry, and the paper of Doble et al. [47] that examined 

several reliability measures for developing KST-based adaptive 

evaluation measures. Additionally, Fang et al. [48] construct 

student models based on knowledge space theory and can 

identify the student’s present knowledge level through both 

initial and regular evaluations, including student task 

progression. 

IRT and KST are both used in adaptive assessment but differ 
in their approach, focus, and other dimensions. Table V provides 
a comparison between the two theories. 

C. Algorithms and Techniques Used in Adaptive Assessment 

Knowledge assessment based on efficient techniques 
enhances the reliability of intelligent tutoring systems (ITS) by 
reducing the impact of human factors. This section divides and 
summarizes prominent algorithms and techniques used for 
assessing learner knowledge according to their technical 
differences, presenting a new taxonomy (see Fig. 5). The 
proposed taxonomy categorizes existing techniques into four 
groups: (1) techniques based on Bayesian Networks, (2) 
techniques based on logistic models, (3) techniques based on 
artificial intelligence, and (4) techniques based on learning 
styles and others. 
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TABLE V.  COMPARISON BETWEEN IRT AND KST 

 IRT KST 

Year of appearance 1980 1999 

Process Psychometric paradigms Combinatorics, statistics, and stochastic processes 

Unit of assessment Item Response state 

Focus 
modelling the connection between the test items and the 
examinee skills and performance 

modelling the basic knowledge structure of a domain 

Approach Quantitative,statistical approach Qualitative,behavioural approach 

Objectif 

modelling the statistical relationship between test 

question properties (as example: difficulty) and the 

likelihood that a student will respond correctly to the 
question. 

modelling the prior connections between the concepts of a domain 
and represent them in the format of an oriented graph, and use this 

graph structure to orient the choice of the test items 

Item selection 

IRT can use either nonprobabilistic or probabilistic 

algorithms to select items tailored to level examiners and 
consider the characteristics of the items. 

KST typically uses a nonprobabilistic algorithm to select items 

tailored to level examinee and the underlying knowledge structure 
of the domain. 

Item types 
Practically always made of multiple-choice questions or 

other dichotomous item types 

Almost never is made of multiple-choice questions but can be used 

with a wider variety of item types, including open-ended. 

The number of significantly 

different categories of test 

scores 

Relatively small Relatively big 

Item selection 

IRT can use either nonprobabilistic or probabilistic 

algorithms to select items tailored to the level examiners 
and consider the characteristics of the items. 

KST typically uses a nonprobabilistic algorithm to select items 

tailored to the level examinee and the underlying knowledge 
structure of the domain. 

Item types 
Practically always made of multiple-choice questions or 

other dichotomous item types 

Almost never is it made of multiple-choice questions but can be 

used with a wider variety of item types, including open-ended. 

The number of significantly 

different categories of score 

in tests 

Relatively small Relatively large 

 
Fig. 5. Knowledge adaptive assessment techniques. 

1) Techniques Based on Bayesian networks: 

a) Bayesian Networks (BN): A Bayesian network is a 

technique based on Bayes’ theorem that maps out cause and 

effect relationships in the form of a graphic representation. It is 

used to predict the probability that a factor is the most 

contributing factor in the occurrence of an event [49]. BN is 

well-suited for modeling content domains in learning 

assessments at various levels. Culbertson [50] details this in his 

state-of-the-art review, which describes the application of BN 

across 40 educational assessment systems in diverse domains. 

BN allows students to predict mastering in un-assessed sub-

domains by utilizing results from assessed sub-domains, so 

assessment will be more effective in making precise and quick 

teaching decisions and optimizing the time invested in testing 

[50], especially when there is scarcity and uncertainty in data 

[51]. Collins et al. [52] used BN to provide an adaptive 

assessment of several features in a unique test. Xing et al. [53] 

suggest in their paper a Bayesian network model to assess 

dynamically the engagement of students in engineering design 

tasks DBNs are more powerful than BN in their ability to update 
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in realtime the estimation of learner performance across 

multiple tests. DBNs can be used to infer previous, current and 

the future learner states. DBNs are a way to expand a static BN 

to model probability distributions over several points in time 

[42]. This technique serves two important functions in machine 

learning: classification and pattern discovery to capture and 

analyze information over time. 

b) Bayesian Knowledge Tracing (BKT): BKT is a 

widespread approach based on BNs. This approach tries to 

model a learner’s skill by calculating the probability of 

mastering a skill based on a set of parameters: guessing, 

slipping, the probability that a skill is already mastered, and the 

probability that the skill will be learned. BKT takes into account 

the time sequence for estimating the new skill and supposes that 

each skill learned is never forgotten [54]. BKT can involve 

sudden changes in knowledge. Researchers have developed 

several variants of BKT (Table VI), such as BKT-IDE [55], in 

which sliding and guessing are linked to the question to account 

for its difficulty, BKT-ILE [56] which considers the student’s 

initial performance to be dependent on the question, and BKT-

PPS [55], in which the accuracy of the learner’s first tense is 

dependent on his or her initial performance. On the other hand, 

a version of the BKT was developed, Dynamic Bayesian 

Knowledge Tracing (DBKT) is used to model relationships and 

hierarchies between prior knowledge based on dynamic 

Bayesian networks. In DBKT, a student’s knowledge mastery 

is also mapped by binary latent variables and can be inferred 

from the learning experiences of the student [57]. This approach 

considers various prior knowledge together in a unique model. 

c) Comparaison between BKT and DBKT: Bayesian 

Knowledge Tracing (BKT) and Dynamic Bayesian Knowledge 

Tracing (DBKT) are two distinct methods for assessing learner 

knowledge, differing in several aspects. In general, DBKT 

provides a more complete and flexible assessment approach by 

considering prior knowledge, time dynamics and background 

characteristics. Table VII synthesizes some of the main 

distinctions between BKT and DBKT. 

2) Techniques Based on logistic model: 

a) Performance Factor Analysis (PFA): PFA is an 

algorithm following a statistical modeling approach that uses 

the logistic model to be sensitive to the most sought-after 

indicator in an evaluation: the performance measure or 

student’s ability [58]. This technique is primarily sensitive to 

the relative ratio of correct to incorrect responses in an 

assessment, which allows for fine-tuning of the assessment’s 

adaptability, and this sensitivity to accuracy can be used to 

measure learning, particularly its quality. In the article by Maier 

et al. [59], it is demonstrated that several issues need to be 

considered when utilizing PFA, such as parameter 

degeneration, especially for benchmarks where the learner's 

initial data are limited. 

b) Knowledge Tracing Machine (KTM): The KTM 

model benefits from factoring machines (FM) to extend other 

logistic models (such as PFA) to larger scales. FMs were 

initially suggested as a broad predictor that runs on any real-

valued vector of characteristics, that can model all the 

interactions across variables using factorized parameters. FMs 

are used to encode additional data about the student or the task 

in the model; in this way, KTM is particularly suited to 

modeling the student’s knowledge mastery using a sparse set of 

weights for all the characteristics involved in the assessment 

[57]. In their article, Vie and Kachima [60] note that KTMs 

could be used to provide adaptive testing by selecting the next 

most appropriate item to be presented to a student, depending 

on the previous responses. 

Both PFA and KTM can employ logistic regression models 
to predict the likelihood of a learner answering a question 
correctly; however, their approaches differ. Table VIII provides 
a comparison of the two techniques. 

TABLE VI.  COMPARISON BETWEEN BKT-IDE, BKT-ILE, AND BKT-PPS 

 
BKT-IDE BKT-ILE BKT-PPS 

Question 

Difficulty 

Related to 

sliding and 

guessing 

Dependent on 

initial 

performance 

Not directly 

addressed in the 

current question 

Prior 

Performance 

Not directly 

considered 

Dependent on 

question difficulty 

Used to adjust 
the first attempt 

probability 

TABLE VII.  COMPARING BKT AND DBKT 

 
BKT DBKT 

Based on BN DBN 

Field of 

knowledge 

Modeling a particular 
skill or concept 

Takes into account several 

skills or concepts linked 

together in a single model 

Time Dynamics 

It is hypothesized 

that learning is 

independent of time 

Considers the time 

dynamic of student 

learning and uses a 

sequence of responses to 

infer the state of 

knowledge over time. 

Background 

characteristics 

Does not expressly 

consider contextual 

factors such as 
feedback or advice. 

Integrates background 

characteristics that may 

impact the student’s 
learning experience 

Model Flexibility 

More flexible 
complex than 

DBKT 

Less flexible than BKT 

TABLE VIII.  COMPARING PFA AND KTM 

 Probabilistic Factor 

Analysis (PFA) 

Knowledge Tracing 

Model (KTM) 

Approach Latent variable History of answers 

Logistic 

Model 

Estimating the probability 
based on latent state of 

knowledge, item difficulty, 
and guessing parameters 

Estimating the 
probability based on the 

current knowledge and 
item difficulty 

Model 

Flexibility 
Less flexible Flexible 

Item Selection Yes Yes 

Feedback No Yes 

Data 

Requirements 
Large amount of data Small amount of data 
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3) Techniques Based on artificial intelligence: 

a) Machine learning techniques: Machine learning 

(ML), considered a part of artificial intelligence (AI), is one of 

the most challenging application areas in the field of learning 

assessment. It can be applied to improve item-based 

assessments [61]. In addition, the support vector machine, a 

supervised classification technique in machine learning, can 

diagnose students' knowledge mastery, especially in smaller 

test programs such as classroom assessments [62]. In brief, ML 

can generate computerized adaptive assessments that 

continuously provide feedback to instructors and staff on 

students' learning progress, the support they need, and their 

advancement toward learning goals. 

Furthermore, the utilization of natural language is regarded 
as the most valuable technique for evaluating learning outcomes 
because it allows learners to display a deep comprehension of a 
given concept, but evaluating, rating, and giving feedback on 
writing assignments consume much time and effort, and can be 
biased by an unjust human assessor. In this context, researchers 
provide automated essay scoring (AES) as an emerging and 
growing technology of assessment in which computers replicate 
a written assignment’s human evaluation by using multiple 
grading approaches, such as statistics, machine learning, and 
natural language processing (PNL) techniques [63]. ML can 
help rank students’ handwritten assessments [64]. Using 
artificial intelligence techniques such as natural language 
processing and deep learning, AES systems can assess different 
dimensions of an assignment [65], such as grammar, syntax, and 
content, by examining learners’ writing skills and recognizing 
their individual weaknesses and strengths. 

b) Deep Knowledge Tracing (DKT): Deep Knowledge 

Tracing (DKT) [66], a pioneering algorithm that uses flexible 

deep recurrent neural networks to model student learning and 

trace their knowledge, is used to extract latent structure between 

assessments. DKT relies on RNN and LSTM models, which 

offer significant advantages by capturing complex 

representations of knowledge from assessments over time. This 

capability allows for substantially improved prediction 

performance across datasets from previous assessments. In 

addition, the learned model can be used to design the next 

assessment more suited to the student. DKT can suggest 

assessments that are more adaptive to individual needs and skip 

or delay questions that appear to be too easy or too difficult. 

c) Fuzzy logic theory: Fuzzy logic theory, introduced by 

Zadeh in 1965, and adapted to assessment by Biswas in 1995 

[67] has been widely used in educational assessment, Fuzzy 

logic is an artificial intelligence technique that can be 

considered ideally suited to provide a personalizable test, as it 

can successfully address the uncertainty and human subjectivity 

that characterize the identification of learner knowledge and 

learning needs [68]. Since all educational assessments deal with 

uncertainty, the ability of fuzzy logic to weigh these 

uncertainties makes it an excellent AI core in assessment 

systems. This application increases average class success and 

reduces test anxiety [69]. The authors of this article [70] utilize 

fuzzy logic to model learners’ skills and knowledge, employing 

fuzzy sets to determine the difficulty and order of the questions 

on the test. 

4) Technique Based on learning styles: 

a) FSLSM.: The Felder-Silverman Learning Styles 

Model (FSLSM) is employed by some assessment tools to 

provide the appropriate items according to the student’s 

capabilities and preferences based on learning styles that are 

divided into four dimensions, namely, processing, perceiving, 

inputting, and understanding [40]. According to a recent survey 

conducted by Nabizadeh et al. [71], FSLSM is the model most 

frequently adopted by many LMSs to understand the student’s 

preferred learning style and tailor evaluations more closely to 

their particular skills and preferences, which can help to 

improve learning outcomes. It is important to note, however, 

that the use of learning styles in assessment is somewhat 

debated, and some researchers such as Abyaa et al. [72] and 

Kirschner [73], have advocated that there is limited proof to 

sustain the idea that adapting education to fit individual 

learning styles truly enhances learning outcomes. 

5) Other techniques: 

a) Revised Bloom Taxonomy (RBT): Bloom’s Revised 

Taxonomy (RBT) is a framework used to articulate and classify 

learning objectives for assessment. It helps in defining and 

organizing what students are expected to learn as a result of 

instruction, guiding the creation of tests that align with these 

learning goals. It produces a classification of learning goals 

organized into six levels: Remember, Understand, Apply, 

Analyze, Create and Evaluate. Many searchers have 

implemented the RBT to develop effective and efficient 

assessments that reflect the six levels. It explores hierarchical 

cognitive processes, through a mix of question types so that the 

system can choose the proper one for each level to adapt its 

assessments. It generates three lower-level knowledge 

questions and adjusts their difficulty based on the student’s 

background from previous tests [74]. For example, if the 

student has scored low on the assessments, the system selects 

items of average to medium difficulty, while if the student is 

more experienced, questions of high difficulty are chosen. It is 

necessary to learn the knowledge and skills of the previous level 

to progress to a higher level of knowledge. Finally, adaptive 

assessment using RBT has many strengths such as easy 

detection of students’ deficiencies and a gradual rise in question 

difficulty to revise the whole course content and better structure 

the learning process to enhance students’ new abilities. 

b) Game-based digital assessment (GBDA): is regarded 

as one of the pivotal approaches to stimulating authentic and 

accurate behavioral outcomes by conducting a stealth 

assessment [75], it can also be used to screen for reading 

difficulties with less time and cost, while enabling the content 

of educational games to be tailored to individual learners 

[76].Furthermore, Alonso-Fernandez et al. [77] used gameplay 

traces to assess the increase in awareness (affective dimension) 

as the difference between the post-test mean score and the 

pretest mean score for each player. 
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D. Knowledge Assessment Framework to Generate Adaptive 

Learning 

Among the assessment tools studied, such as PIAT [40], 
AskMe [78], and ASSA [79], most follow a framework similar 
to the one depicted in Fig. 6 for monitoring students’ progress. 
This framework employs a loop strategy. In the initial step, a test 
estimates the learner’s current knowledge. Based on the test 
results, the system suggests appropriate curriculum materials 
with difficulty levels that align with the learner’s predicted 
knowledge. To address any gaps identified by the tests, this loop 
is repeated until the system determines that the learner has 
acquired sufficient skills to complete a topic. Thus, each student 
engages in a series of tasks that are dynamically generated based 
on their responses. These tasks and items, stored in a database, 
represent all possible knowledge levels aligned with the content. 

 
Fig. 6. A framework schematic representation of an adaptive assessment. 

E. Recommendations 

The future of adaptive assessment is full of promise 
regarding individualization, precision, and the incorporation of 
different learning modes into the design of the assessment. It is 
evident that technology such as big data and AI are reshaping 
the future of learning assessment. The present adaptive 
assessment model is gradually becoming obsolete as teachers 
and learners adopt intelligent solutions to enhance their testing 
experience. These solutions have the potential to enhance 
engagement and accessibility in the assessment process. This 
paper will explore potential future directions for designing the 
next generation of adaptive assessments, considering recent 
technological advancements. 

First, AI provides a variety of new tools and technologies 
that can help to enhance engagement, such as gamification, 
conversational AI, or virtual and augmented reality. These tools 
can help make the testing process more engaging and enjoyable, 
by encouraging students to participate earnestly in the 
assessment and evaluation process. These technologies can help 
to assess students on real-world complex concepts and skills, 
such as engineering tasks, surgery, and aviation, and can provide 
assessment tools that can interact with humans through natural 
language such as ChatGPT. 

Second, technology-driven approaches can help in removing 
obstacles by allowing students to take tests regardless of their 
geographic location. In addition, the inclusion of rich media 
features, such as videos, interactive simulations, and interactive 
games, can be particularly helpful for students with learning 
disabilities, who may have trouble with real-world assessment 

models by benefiting from assistive technologies that help them 
to break down barriers to assessment. 

Third, IoT devices can be employed to capture a student’s 
attention, which is essential in learning assessment. This will 
facilitate capturing student behaviors in online learning 
assessment strategies. 

Fourth, intelligent assessment should involve 
tools/mechanisms to identify cheating, plagiarism as well as 
when learners are memorizing the answers to assignments. 

In addition, the next generation of adaptive assessments 
should meet the following characteristics: 

 Capable of accommodating thousands, if not millions, of 
students taking tests simultaneously, so all schools and 
universities must be equipped with a sophisticated 
technology infrastructure to enable computer-based 
adaptive assessment at an accessible cost. 

 Provide large databases of items in all domains, these 
items must be scalable and can be fitted into any adaptive 
learning system based on universal open standards, 

 Generalizable to other fields outside of science, 
technology, engineering, and mathematics (STEM) 
disciplines to cover other areas such as business, 
literature, education, arts, and humanities. 

 Be able to motivate learners to assume more control and 
responsibility on assessment tests. 

 Prioritize the development of digital environments that 
are secured, and with transparent policies describing the 
usage and protection of data from further unauthorized 
or abusive access. 

 Strive to ensure equity among students when subjected 
to different assessments. 

 Use adaptive assessment data to sustain an educational 
norm and to inform the development of policy. 

 Improve the new skills of all educational stakeholders, 
such as digital literacy, as assessment processes are 
challenged by a multiform dimension that is not 
restricted to writing or reading words and demands new 
IT competencies. 

 Collecting feedback from all stakeholders enables 
continuous refinement and improvement of assessment 
tools, resulting in a more focused, tailored, and favorable 
testing environment. 

As the world becomes increasingly digital, further 
innovations in this area are anticipated, aiming to make 
assessments for learning more accessible, engaging, and 
effective for all learners. This progression may lead to a 
transition from traditional adaptive assessments to what could 
be termed “Deep Assessment”. 

V. DISCUSSION 

In this systematic review, we examined several key aspects 
of adaptive assessment: (1) the primary algorithms utilized in 
adaptive learning systems (ALS); (2) the effectiveness, 
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strengths, and functioning of these assessment methods; and (3) 
a comparative analysis of these models, including a 
comprehensive summary of prominent algorithms and 
techniques for assessing learner knowledge, which led to the 
development of a new taxonomy. Our review revealed that 
different algorithms are used to track and evaluate student 
knowledge, each possessing distinct characteristics and 
capabilities. 

The primary objective of this review is to synthesize the 
various models and theoretical frameworks that influence the 
effectiveness of adaptive assessment in educational practices. 
Our findings indicate that IRT and DKT are among the most 
significant algorithms used in adaptive assessment systems. 

IRT, an algorithm with origins dating back to Rasch and 
Lord in the 1950s, remains one of the most widely used theories 
in adaptive assessment. Based on a logistic model, IRT has 
endured over the years through continuous development and 
enhancement by researchers. Various IRT models, such as the 
Rasch model, 1PL, 2PL, and GRM, have evolved into powerful 
tools for adaptive learning systems. This ongoing development 
has made IRT increasingly robust, offering an optimal solution 
for adaptive learning systems and ensuring its relevance and 
effectiveness in modern educational practices. Numerous 
educational systems and tools implement IRT, including 
SIETTE [80], CONCERTO [81], PASS [40], YIXUE [82], 
APelS [83], Persofit [84], eDia [18], The MISTRAL [85], and 
ALEAS [86]. 

In contrast, Deep Knowledge Tracing (DKT) is a very recent 
algorithm introduced in 2015 that benefits significantly from 
advancements in artificial intelligence. DKT utilizes deep 
recurrent neural networks (RNNs and LSTMs) to model student 
learning and trace their knowledge. By capturing complex 
knowledge representations over time, DKT significantly 
enhances prediction performance across assessment datasets, 
leveraging the growth of AI to provide cutting-edge solutions 
for adaptive learning. However, our review did not find any ALS 
currently implementing DKT. This absence can be attributed to 
the recency of the algorithm and its ongoing development, 
highlighting an area for future research and potential 
application. 

Our systematic review has several unique advantages and 
particularities compared to other reviews in the field. While 
several researchers have examined the use of assessment in 
adaptive learning systems, our review integrates and builds upon 
these studies to offer a more comprehensive perspective. For 
example, Wei [8] explored multiple types of assessment 
instruments and approaches beneficial for teachers and tutors, 
and Nikou and Economides [19] reviewed mobile-based 
assessment across major educational technology research 
journals. Shute and Rahimi [9] focused on computer-based 
assessment for learning in elementary and secondary education, 
highlighting the potential for integrating instruction and 
assessment. Xiong and Suen [10] examined assessment 
approaches for open online education from both formative and 
summative perspectives, and Goss [87] reviewed student 
learning outcomes in higher education and academic libraries. 
Additionally, Moris et al. [5] demonstrated the value of 
formative assessment and feedback in higher education. 

Our review offers several distinct advantages. First, it 
provides comprehensive integration by combining findings from 
multiple studies, resulting in a holistic overview that includes 
various types of adaptive assessment methods, models, and 
theoretical frameworks. Second, we develop a new taxonomy of 
prominent algorithms and techniques, offering a structured and 
detailed classification that can guide future research and 
applications in adaptive assessment. Third, our review spans 
multiple disciplines, ensuring that the findings are applicable 
across various educational contexts and not limited to a single 
field. 

In conclusion, the evolution of adaptive assessment 
technologies, from the longstanding and continually improving 
IRT models to the innovative and AI-driven DKT, highlights the 
dynamic nature of this field. As educational practices 
increasingly incorporate these advanced algorithms, future 
research should focus on integrating the strengths of both 
traditional and modern approaches to further enhance the 
precision, adaptability, and effectiveness of adaptive learning 
systems. 

VI. CONCLUSION AND FUTURE RESEARCH 

This article has shed light on the essential role played by 
assessment, in particular adaptive assessment, in the 
implementation and progress of ALS. The COVID-19 pandemic 
has had a lasting impact on education [88], and it has proven that 
ALS will no longer be just an add-on, a nice thing to use, but 
will forever be a fundamental, essential part of teaching, 
learning and assessment. Therefore, the assessment of learning 
must change to prepare for a world more deeply infused with 
smart technologies and a mode of teaching that tends towards 
distance and personalization. However, there are many hurdles, 
limitations and barriers that hinder easy and smooth integration 
and use of technology in knowledge assessment such as system 
gaming which is defined as an attempt to pass a question or task 
by systematically taking advantage of the properties and 
regularities of the system rather than thinking about the test. 
However, there are several directions for further and highly 
evolving research in adaptive assessment that attempts to 
produce innovative solutions and smart algorithms to address 
these barriers to build trust in technology to make a fair and 
adaptive assessment capable of measuring a learner’s 
performance and improving their educational experience. In 
addition, there is a need to develop research on the use of 
simulations and digital games in assessment and to develop 
methodologies or tools to assess learners in a mobile learning 
environment. 

This work offers an initial exploration of adaptive 
assessment, aiming to provide a deeper understanding of its 
mechanisms, benefits, types, and the various techniques and 
algorithms used in its implementation. While not exhaustive, 
this article serves as a foundational reference and is intended to 
be a work in progress. Researchers are invited to contribute to 
its further development and refinement. Overall, this article 
suggests that adaptive assessment remains a promising field for 
measuring student knowledge in the right place, at the right time, 
and in the right form. However, it is important to approach the 
assessment of written production with caution in existing 
adaptive assessment methods. To fully address areas beyond 
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STEM, such as social-emotional learning, critical thinking, 
creativity, and executive functions, these assessments must be 
adapted and extended accordingly. To sum up, the study shows 
that assessments, especially adaptive ones, take a large place in 
adaptive learning environments. Furthermore, this review can be 
adopted and reused as a guideline to develop new and more 
sophisticated assessment models. 

Given the rapid advancements in AI and the emerging era of 
big data, which are driving the evolution of adaptive learning 
systems (ALS) [89], Our future research is to enhance DKT by 
integrating the strengths of other models studied in this article 
and applying our proposed framework. 
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