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Abstract—An object hierarchy in images refers to the struc-
tured relationship between objects, where parent objects have one
or more child objects. This hierarchical structure is useful in var-
ious computer vision applications, such as detecting motorcycle
riders without helmets or identifying individuals carrying illegal
items in restricted areas. However, extracting object hierarchies
from images is challenging without advanced techniques like
machine learning or deep learning. In this paper, a simple and
efficient method is proposed for extracting object hierarchies
in images based on object detection results. This method is
implemented in a standalone package compatible with both
Python and C++ programming languages. The package generates
object hierarchies from detection results by using bounding
box overlap to identify parent-child relationships. Experimental
results show that the proposed method accurately extracts object
hierarchies from images, providing a practical tool to enhance
object detection capabilities. The source code for this approach
is available at https://github.com/saravit-soeng/HiExtract.
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I. INTRODUCTION

Computer vision, particularly object detection and hierar-
chy extraction in digital images, plays a crucial role in enabling
computers to perceive and understand digital images similarly
to humans. These technologies facilitate a range of tasks,
such as image classification, object detection, and instance
segmentation, by allowing the classification of images, identi-
fication of objects within images, and segmentation of objects
from images [1], [2]. These tasks have been successfully
accomplished using advanced deep learning techniques, no-
tably Convolutional Neural Networks (CNNs). By leveraging
big data and powerful computational resources, CNNs have
significantly enhanced prediction performance and accuracy
[3], elevating the field of computer vision. In the current digital
era, computer vision tasks have uncovered applications across
a broad spectrum of research areas [2], [4].

Object detection is a computer vision task that deals
with identifying instances of objects such as humans, cars,
motorcycles, or animals in digital images [5], [6], [7]. The
results of object detection can be applied in various contexts
and fields, including facial recognition, medical image anal-
ysis, surveillance systems, robotics, and autonomous driving.
Consequently, object detection is one of the most ubiquitous
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tasks in these diverse applications [6], [7], emphasizing its
critical importance in real-world scenarios.

However, obtaining an object hierarchy from images or
videos is a challenging task without the assistance of advanced
techniques like machine learning or deep learning. Existing
object detection methods primarily focus on identifying indi-
vidual objects within an image and do not establish hierarchical
relationships. For example, algorithms such as YOLO (You
Only Look Once), SSD (Single Shot MultiBox Detector), Fast
R-CNN, and Faster R-CNN offer state-of-the-art approaches
for identifying various objects in digital images or videos but
do not provide a hierarchical structure that elucidates rela-
tionships between objects. This gap in existing methodologies
highlights the need for a novel approach to extract hierarchical
relationships among detected objects.

This study aims to extract object hierarchies by leveraging
the unique combination of object detection results and hier-
archical structuring techniques. The task of object hierarchy
extraction focuses on establishing parent-child relationships
between identified objects within digital images. To construct
the object hierarchy, a simple method based on the criteria
of overlapping bounding boxes obtained from object detection
results is employed. Objects with overlapping bounding boxes
are considered to have a parent-child relationship. Thus, object
detection serves as a fundamental component of the proposed
approach. The study implements the proposed approach as a
standalone package compatible with both Python and C++ pro-
gramming languages, facilitating easy integration into various
applications.

This research significantly contributes to the field of com-
puter vision by providing a novel and efficient method for
extracting object hierarchies using object detection results. The
approach is practical due to its implementation as a standalone
package compatible with Python and C++. The versatility of
this approach allows it to be integrated into a wide range of
applications. The significance of this research lies in its poten-
tial to offer new possibilities for understanding and processing
digital images in a more structured and relational manner. This
work not only extends object detection technology but also
opens up possibilities for more complex and nuanced computer
vision tasks, marking an important advancement in the field of
computer vision.

This paper is organized as follows: Section II reviews
related work in object detection and visual relationship ex-
traction. Section III details our proposed method for hier-
archical structuring of detected objects. Section IV presents
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experimental results demonstrating the effectiveness of our
approach across various scenarios. Section V explores practical
applications and use cases for the extracted object hierarchies.
Section VI provides insights, discusses limitations, and offers
future research directions. Finally, Section VII concludes the
paper.

II. RELATED WORK

Object detection and visual relationship extraction have
been active areas of research in computer vision. This section
provides an overview of recent advancements in these fields
and identifies the gap that our research aims to address.

A. Object Detection

Recent years have seen significant progress in object detec-
tion algorithms, with several state-of-the-art methods emerg-
ing:

1) YOLO (You Only Look Once): Introduced by Redmon
et al. [8], YOLO revolutionized object detection by treating
it as a regression problem, enabling real-time detection with
high accuracy.

2) SSD (Single Shot MultiBox Detector): Liu et al. [9] pro-
posed SSD, which improved upon YOLO by using multi-scale
feature maps for detection, enhancing accuracy for objects of
various sizes.

3) Fast R-CNN and Faster R-CNN: Girshick [10] and Ren
et al. [11] developed these region-based convolutional network
methods, which significantly improved detection speed and
accuracy.

While these algorithms excel at identifying individual ob-
jects, they do not establish hierarchical relationships between
detected objects, which is the focus of our research.

B. Visual Relationship Detection

To bridge this gap, several novel frameworks have been
proposed to detect visual relationships between objects. Dai
et al. [12] introduced a deep relational network that lever-
ages statistical dependencies between objects to detect vi-
sual relationships, demonstrating superior performance on two
large datasets compared to other state-of-the-art methods.
Kolesnikov et al. [13] proposed a model utilizing a Box
Attention mechanism to detect visual relationships such as
”person riding motorcycle” or ”bottle on table,” enabling
the modeling of pairwise interactions between objects using
standard object detection pipelines.

Lu et al. [14] incorporated language priors from semantic
word embedding to guide model predictions, training sepa-
rate models for objects and predicates independently before
combining them to predict multiple relationships per image.
Zhu et al. [15] introduced deep structured learning for visual
relationship detection, employing both feature-level and label-
level predictions to learn relationships, thereby capturing de-
pendencies between objects and predicates and enhancing the
understanding of visual relationships.

Additional research [16], [17], [18], [19], [20], has con-
tributed various approaches for extracting visual relationships

between objects in digital images and videos, achieving notable
results. These studies typically formulate visual relationships
as <subject-predicate-object> structures.

C. Research Gap and Our Contribution

While existing research has made significant strides in ob-
ject detection and visual relationship extraction, there remains
a gap in efficiently extracting hierarchical relationships among
objects in images. Most current methods focus on identifying
individual objects or pairwise relationships, but do not provide
a comprehensive hierarchical structure.

Our research addresses this gap by proposing a simple yet
effective method for extracting object hierarchies from images
based on object detection results. Unlike previous work that fo-
cuses on complex visual relationships, our approach simplifies
the task by establishing a parent-child hierarchy among objects.
This method provides a novel perspective on object detection
and structuring in computer vision, with potential applications
in scene understanding, image captioning, and visual question
answering.

By leveraging the output of existing object detection algo-
rithms and introducing a hierarchical structuring technique, our
approach offers a practical solution that can be easily integrated
into various computer vision applications. This research thus
bridges the gap between individual object detection and com-
plex visual relationship extraction, providing a middle ground
that captures essential object hierarchies in a computationally
efficient manner.

III. HIERARCHICAL STRUCTURING METHOD OF
DETECTED OBJECTS

The proposed research provides a novel method for effi-
ciently creating a hierarchy of detected objects in a digital
image. This method simplifies the process of understanding
object relationships and interactions, improving accuracy and
reducing computational resources. It utilizes a unique com-
bination of object detection algorithms and a hierarchical
structuring technique that distinguishes it from existing meth-
ods. The proposed method leverages the output of an object
detection algorithm, which identifies and locates objects within
an image. The object detection results provide bounding boxes
and confidence scores for each detected object. These bounding
boxes represent the spatial locations of the objects, while
the confidence scores indicate the likelihood that the detected
objects are actually present in the scene [8].

The proposed method for extracting object hierarchies from
object detection results has been implemented as a versatile,
cross-platform package, facilitating seamless integration into
diverse applications across multiple domains. The package is
available for both Python and C++ programming languages,
ensuring wide accessibility and compatibility with the pre-
ferred development environments of a vast range of developers.
To leverage the capabilities of this package, users simply
need to provide the object detection results as input, typically
comprising predicted object classes and their corresponding
bounding box coordinates. The package then processes this
input data, employing sophisticated algorithms to analyze the
spatial relationships between the detected objects and construct
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Fig. 1. A flowchart illustrating the process of object detection and hierarchy establishment.

Algorithm 1 Extract the object hierarchy from digital image based on object detection

1: function EXTRACT OBJECT HIERARCHY(base objects, result)
2: get predicted classes and bounding boxes from detection result
3: combine predicted classes and bounding boxes: object with boxes
4: get all class names
5: initial empty result list: result list []
6: for each object in base objects do
7: get base object class index from original classes
8: if object with boxes do not empty then
9: for each object in object with boxes do
10: if class index of current object == class index of base object then
11: create children object: children []
12: for each object in object with boxes do
13: if not base object then
14: if current object overlaps with base object then
15: add child object to children list
16: end if
17: end if
18: end for
19: if children object is not empty then
20: create a parent object with child objects
21: add parent object to result list
22: end if
23: end if
24: end for
25: end if
26: end for
27: create results object with result list data
28: return results object
29: end function
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a hierarchical representation of the scene. The object hierarchy
extraction process is illustrated in Fig. 1.

The given pseudo-code in Algorithm 1 describes a func-
tion called extract object hierarchy that takes two inputs:
base objects and result. The core algorithm accepts only two
primary inputs:

1) Base objects: This parameter specifies the parent ob-
jects from which we aim to extract the hierarchy. It allows
flexibility in defining the root nodes of our hierarchical struc-
ture.

2) Result: This parameter encompasses the complete object
detection results, typically including bounding box coordinates
and class predictions for all detected objects in the image.

The purpose of this function is to analyze the output of an
object detection algorithm and organize the detected objects
into a hierarchical structure based on their spatial relationships
(overlapping) and their predicted classes.

Initially, the package combines the predicted object classes
and their associated bounding boxes into a unified data struc-
ture. The package then iterates over each detected object,
referred to as the ”base object,” retrieving its corresponding
class index from the original set of classes. If the detection
results contain overlapping objects, the package performs an
additional loop to identify objects whose class indices match
that of the current base object. For each matching object, the
package creates a new list to store objects that spatially overlap
with the base object. It iterates over the detection results once
more, comparing the bounding boxes of the objects against
the base object’s bounding box. If an overlap is detected, the
current object is appended to the ‘children‘ list.

Upon completing the overlap detection process, if the ‘chil-
dren‘ list is not empty, a new ”parent object” is constructed, en-
capsulating the base object and its associated children objects.
This parent object is then added to the ‘result list‘, effectively
building the hierarchical structure.

After processing all base objects and their corresponding
overlapping objects, the package consolidates the ‘result list‘
data into a final results object, which is then returned to the
user. This results object represents the complete hierarchical
structure of the detected objects, enabling users to seamlessly
integrate and leverage this information within their applica-
tions.

IV. EXPERIMENTAL RESULTS

The experiments were conducted on various images in
different scenarios to evaluate the proposed approach’s ef-
fectiveness in extracting object hierarchies. The proposed
method demonstrated impressive performance in extracting
object hierarchies from images. However, the accuracy of the
object hierarchy extraction process heavily relies on the object
detection results.

The first experiment involved an image of a person holding
a cell phone and a cup. Based on the proposed method,
the person was defined as the single base or parent object,
while the cell phone and cup were detected as child objects.
This experiment utilized the YOLOv8s [21] model for object
detection from images, as illustrated in Fig. 2.

Fig. 2. An experimental result on single base object.

Another experiment was conducted on an image containing
multiple common base objects. In this case, a custom YOLOv5
model was employed to detect objects from the image. The
custom model identified three distinct objects: rider, helmet,
and non-helmet. The rider was defined as the base object, and
through the extraction process, multiple parent-child relation-
ships were established between the rider object and the helmet
or non-helmet objects. Fig. 3 illustrates the results obtained in
this experiment.

Fig. 3. An experimental result on multiple common base objects.

In addition to defining a common base object, the proposed
approach was tested on multiple base objects. Fig. 4 shows the
results obtained from an image featuring a person, a dog, and
a tennis ball. In this test, both the person and the dog were
defined as base objects.
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Fig. 4. An experimental result on different base objects.

The proposed approach demonstrated its versatility by
handling various object hierarchies, ranging from a single base
object to multiple base objects coexisting within an image.
However, it is crucial to acknowledge that the accuracy of the
extracted object hierarchy heavily depends on the performance
of the underlying object detection model. Improvements in
object detection algorithms could further enhance the accuracy
and robustness of the proposed object hierarchy extraction
method.

V. APPLICATION USE CASES

The extracted object hierarchy results can be leveraged in a
variety of research and practical applications. In this research,
we explored two distinct use cases to demonstrate the utility
of the proposed object hierarchy extraction method.

The first use case involved the detection of motorcycle
riders without helmets, a critical safety concern. We employed
a custom YOLOv5-based model to detect three distinct ob-
jects: rider, helmet, and non-helmet. Leveraging the proposed
method, a standalone package was developed to generate
object hierarchy results from the object detection outputs.
These object hierarchy results enabled the identification of
illegal actions by motorcycle riders, specifically those not
wearing helmets. Fig. 5 illustrates an example of detecting
motorcycle riders without helmets using the generated object
hierarchy results.

In this application, the object hierarchy played a crucial
role in distinguishing between riders wearing helmets and
those without helmets. By establishing the parent-child re-
lationships between the rider object and the helmet or non-
helmet objects, the system could effectively identify instances
where a rider was associated with a non-helmet object, indi-
cating a potential safety violation.

The second use case explored the application of object
hierarchy results in a different domain or scenario, leveraging
the versatility of the proposed approach. In this use case, the
object hierarchy results enable the determination of whether
specific items belong to a particular person within a defined
area. By establishing the parent-child relationships between the
person object and the item objects (e.g., handbag, backpack, or
any other prohibited item), the system can effectively identify

instances where an individual is carrying a restricted item into
a prohibited area.

Fig. 6 demonstrates an example of detecting a person
carrying a handbag into a banned area based on the proposed
method. The object hierarchy results allow the system to
associate the handbag object with the person object, indicating
that the individual is in possession of the item while entering
the restricted area.

The versatility of the proposed object hierarchy extraction
method allows for its application in diverse domains, showcas-
ing its potential for enhancing situational awareness, decision-
making processes, and automated analysis of complex visual
data.

VI. DISCUSSION

The proposed method for extracting object hierarchies
from images based on object detection results offers a novel
approach to understanding spatial relationships between ob-
jects. This section discusses the implications of our findings,
limitations of the current study, and potential directions for
future research.

A. Implications of the Findings

Our approach demonstrates the feasibility of extracting
meaningful hierarchical relationships between objects in im-
ages using a straightforward method based on bounding box
overlap. This finding carries several important implications:

1) Simplified scene understanding: By organizing detected
objects into a hierarchical structure, our method provides a
more intuitive representation of the scene, potentially simpli-
fying downstream tasks such as image captioning or visual
question answering.

2) Computational efficiency: Compared to more complex
visual relationship detection methods, our approach is com-
putationally efficient, making it suitable for real-time applica-
tions.

3) Versatility: As demonstrated in our use cases, the ex-
tracted hierarchies can be applied to various domains, from
traffic safety to security applications.

B. Limitations of the Study

While our method demonstrates potential, it is important
to acknowledge its limitations:

1) Dependence on object detection accuracy: The quality
of the extracted hierarchy is heavily dependent on the accuracy
of the underlying object detection algorithm. Errors in object
detection can propagate to the hierarchy extraction process.

2) Simplistic relationship model: Our method primarily
relies on spatial overlap to determine relationships, which may
not capture more complex or abstract relationships between
objects.

3) Lack of semantic understanding: The method does not
incorporate semantic knowledge about object classes, which
could potentially improve the accuracy of the extracted hier-
archies.

www.ijacsa.thesai.org 1239 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 8, 2024

Fig. 5. An example of detecting motorcycle riders without wearing helmets using the object hierarchy results.

Fig. 6. An example of detecting a person carrying a handbag into a banned area based on the proposed method.
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C. Future Research Directions

Based on the findings and limitations of this study, several
avenues for future research emerge:

1) Integration with semantic knowledge: Incorporating
class-specific semantic information could enhance the accuracy
of the hierarchy extraction process.

2) Temporal hierarchies: Extending the approach to video
data to capture temporal relationships between objects over
time.

3) Machine learning enhancement: Developing a machine
learning model to predict hierarchical relationships based on
both spatial and semantic features could improve the method’s
accuracy and robustness.

4) Expanding object detection compatibility: Future ver-
sions of the standalone package should support a wider range
of object detection algorithms beyond YOLO.

While our proposed method offers a simple and efficient
approach to extracting object hierarchies, there is significant
potential for further refinement and expansion of this tech-
nique. Future research should focus on addressing the current
limitations and exploring more sophisticated approaches to
understanding object relationships in visual data.

VII. CONCLUSION

In conclusion, this research has significantly contributed to
the field of computer vision by introducing a novel approach
for extracting object hierarchies from digital images. Utilizing
the results of object detection, the proposed research presents
a unique method that identifies parent-child relationships be-
tween objects based on overlapping bounding boxes criteria.
This approach is also practical, as it has been implemented
as a standalone package compatible with both Python and
C++ programming languages. The versatility of this approach
allows it to be integrated into a wide range of applications. The
implications of this research are solid, offering new possibili-
ties for understanding and processing digital images in a more
structured and relational manner. This work not only expands
object detection techniques but also opens up possibilities for
more complex and subtle computer vision tasks, marking a
significant step forward in the field. Based on the experiments,
the results have demonstrated the effectiveness of the proposed
approach in extracting the object hierarchy from the images.
However, in terms of standalone package implementation,
object detection is limited to the YOLO algorithms. In the
next release version, we intend to expand to other object
detection algorithms and improve the approach to work on
more complexities of hierarchy extraction.
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