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Abstract—Ever since its outbreak, numerous research studies
have been initiated worldwide as an attempt for an accurate and
efficient diagnosis of COVID-19. In the recent past, patients suf-
fering from various chronic lung diseases, either passed away due
to COVID-19 or Pneumonia. Both of these pulmonary diseases
are strongly correlated as they share a common set of symptoms
and even for medical professionals, it has been difficult to perform
discerned diagnosis for both of these diseases. The dire need of
the current scenario is a chest-disease diagnosis framework for
accurate, precise, real-time and automatic detection of COVID-19
because of its mass fatality rate. The review of various contempo-
rary and previous research works show that the currently avail-
able computer-aided diagnosis systems are insufficient for real-
time implementation of COVID-19 prediction due to their long
training time, substantial memory requirements and excessive
computations. This work proposes an optimized hybrid DNN-ML
framework by combining Deep Neural Networks’ (DNNs) models
and optimized Machine Learning (ML) classifiers along with an
efficacious image preprocessing approach. For feature extraction,
Deep learning (DL) models namely GoogleNet, EfficientNetB0,
and ResNet50 have been deployed and extracted features have
been further fed to Bayesian optimized ML classifiers. The
two major contributions of this study are, Edge based Region
of Interest (ROI) extraction and use of Bayesian optimization
approach for configuring optimal architectures of ML classifiers.
With extensive experimentation, it has been observed that the
proposed optimized hybrid DNN-ML model with encapsulated
image preprocessing techniques performed much better as com-
pared to various previously existing ML-DNN models. Based on
the promising results obtained from this proposed light weight
hybrid framework, it has been concluded that, this model can
facilitate radiologists, while functioning as an accurate disease
diagnosis and support system for early detection of COVID-19
and Pneumonia.
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I. INTRODUCTION

Recently, a new virus known as COVID-19 emerged in
China and began to spread globally as an respiratory illness.
Since its outburst, COVID-19 has contributed significantly
to the economic crisis of numerous nations and adversely
affected human life. Due to its transmissible characteristics,
it can spread vigorously with uncertain transmission methods
and co-exist for a longer duration of time [1]. According to
statistics received from World Health Organization (WHO)
[2], approximately six million people worldwide have died
till date because of COVID-19 and over forty million cases
have been reported so far. People who are older or have
chronic health conditions seem to be more susceptible to

contacting COVID-19 infection. Various symptoms of COVID-
19 include high fever, coughing, anxiety and breathlessness.
This virus spreads quickly via respiratory droplets produced
by an infected person’s cough or sneeze [3].

Numerous medical professionals globally, have been de-
veloping vaccines and researching on treatments to combat
this virus. Moreover, many medical techniques and therapies
have been developed and are currently under development
for treatment and recovery of the affected individuals. Un-
fortunately, despite several protective measures, the available
medical systems have failed to combat and control the virus,
because it has been continuously undergoing several mutations
[4]. This study requires advanced diagnosis and treatment
methodologies to control its menace. Presently, COVID-19 has
been diagnosed using time consuming primitive methods like,
administering RT-PCR (Reverse Transcription - Polymerase
Chain Reaction) examination. Another alternative is Computed
Tomography (CT) scan and Chest X-ray (CXR) images, that
have emerged as an robust imagery techniques for diagnosis
of the same [5]

While investigating CXR and CT scan images, notable
clinical findings that can be inferred are, ground glass opacities
(GGO), thickening of intertobular septa and air branchogram
sign, with or without increased broncho-vascular markings that
lead to diagnosis of disparate lung diseases. Among these two
medical imaging tools, CT scan images have been considered
more reliable due to their high contrast image properties.
And, they are more effective medical imaging system for
diagnosis of the chest diseases. As compared, CXR images,
have been widely recommended by doctors, because they are
more economical as compared to CT scan image and easily
accessible for patients too. For effective screening and diagno-
sis of COVID-19 and/or other chest infections, CXR and CT
scan images have to be manually examined and then clinically
correlated with patient’s symptoms. Nevertheless, this manual
screening is a very time consuming process and might not
be feasible in emergency cases [6]. Therefore, an accurate,
precise, real-time and automated COVID-19 diagnostic system
is the dire need of the current scenario.

With the advent of prominent Al tools and medical imag-
ing, researchers have started proposing novel solutions to de-
velop automatic tools for accurate detection of COVID-19. Al
based deep learning (DL) models, i.e., Convolutional Neural
Networks (CNNs) excel in domain of image classification and
provide extraordinary performance in medical image analysis.
Due to their complex architecture, CNNs can be used for
both feature extraction and classification tasks, which makes
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them distinguishable from rest of Machine Learning (ML)
algorithms [7].

In medical imaging system, accurate and precise results,
are always a major concern. For image classification task, a
model should be well-versed with dominant features of an
image. The ultimate motivating factor for the present study is
that, all the image characteristics needed for feature extraction
and classification should be noise free [8]. Henceforth, this
study has focused more on image preprocessing techniques
(segmentation, filtration and enhancement) in order to pertain
the prominent features of the image. Afterwards, resultant
segmented and enhanced image has been utilized by the
pretrained CNN models for feature extraction. And finally,
in order to classify the features, Bayesian optimized ML
classifiers have been used in this work. Various innovative and
novel contributions of the present study are as follows:

e  Experimentation with the new enhanced model for
the diagnosis of COVID-19 for two distinct types
of COVID-19 images; the Chest X-ray and CT scan
image datasets.

e Proposal of Edge based Adaptive Segmentation al-
gorithms and their integration with image filtration
and enhancement techniques for the preparation of
enhanced dataset.

e  Utilization of pretrained models and machine learn-
ing classifiers for feature extraction and classification
process, respectively.

e Implementation of Bayesian optimization technique
for disparate ML classifiers.

e  Performance based comparative analysis of proposed
DNN-ML models trained with and without image
preprocessing techniques, thereby highlighting the ad-
vantages of latter.

e  Comparative analysis based on classification accuracy
of Bayesian optimized ML classifiers (BO-ML) with
their non-optimized ML version, thereby investigat-
ing the significance of Bayesian optimization and
deducing experimental insights on CXR and CT scan
datasets.

e Comparison of the experimental findings with the
other existing state-of-the-art models.

The remaining part of this article has been structured as
follows, Section II highlights the state-of-the-art research stud-
ies conducted for automated diagnosis of COVID-19. Section
IIT describes the datasets, the proposed framework, and meth-
ods used. Section IV presents various experiments performed
along with the findings, discussions and comparative analysis.
Finally, the conclusions and future work have been discussed
in Section V.

II. LITERATURE REVIEW

In recent past, numerous research studies have been per-
formed on automatic COVID-19 detection using disparate
pretrained Deep Neural Networks (DNNs) and ML algorithms
from lung images, in a stand-alone and hybrid mode. Kesav
et al. [9] employed GoogleNet, a pretrained neural network
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for feature extraction and used different ML classifiers for
performing the task of classification. On chest X-ray image
dataset, Bayesian optimization has been utilized to optimize
ML classifiers with accuracy score of 98.31% for binary and
98.60% for multi-class classification respectively.

Hamza et al. [10] proposed the use of Bayesian optimized
neural networks and gradcam technique for visualization of
chest x-rays to detect chest diseases. Arman et al. [11] designed
modified Xception model based on Bayesian optimization and
compared it with other DNN models such as VGG16, Mo-
bileNetV2 and InceptionV3. The proposed model achieved the
highest value of classification accuracy, i.e., 99.4% to classify
COVID-19, normal and pneumonia classes belonging to CXR
image dataset. Canayaz et al. [12] presented a combination
of ResNet50 and Bayesian optimized kNN to detect COVID-
19 and this model accomplished an accuracy score of 96.42%
when trained using CT scan dataset with 349 images for binary
classification (COVID-19 and non COVID-19 categorization).

Awal et al. [13] experimented using various machine
learning classifiers, i.e., Linear Discriminant Analysis (LDA),
Quadratic Discriminant Analysis (QDA), Naive Bayes(NB), k-
Nearest Neighbour (kNN), Decision Tree (DT), Random Forest
(RF), extreme Gradient Boosting (XGBoost) for COVID-19
diagnosis. To optimize hyperparameters of aforementioned
ML classifiers, Bayesian Optimization has been deployed and
the results hence obtained showed that optimized XGBoost
performed better as compared to other ML classifiers. Aslan et
al. [14] utilized Artificial Neural Networks (ANN) based seg-
mentation method for dataset enhancement and compared eight
different pretrained DNNs. Further, three Bayesian optimized
ML classifiers (i.e., SVM, kNN and NB) have been used in
integration with these pretrained models. The results concluded
that DenseNet201 and BO-SVM outperformed other compet-
ing models with 96.29% accuracy score. Nour et al. [15]
proposed CNN for feature extraction and utilized Bayesian
optimization based ML (SVM, kNN and DT) classifiers,
achieving 98.97% accuracy.

Jaiswal et al. [16] deployed a pretrained DenseNet201
model to classify COVID-19 using CT scan images with
an accuracy score of 96.25%. The combination of Bayes
and SqueezeNet, has been utilized by Ucar et al [17] to
detect COVID-19 using CXR images and the accuracy score
accomplished was 98.30% . A Gravitational Search Algorithm
(GSA) has been deployed to optimize hyperparameters of
DenseNet121 (Ezzat et al.[18]) for classification of COVID-
19 using CXR images and with the an accuracy value of
98.38%. Das et al. [19] presented a fully automated COVID-19
detection model. COVID-19 radiography dataset from Kaggle
repository has been used that consisted of three classes:
COVID-19 positive, pneumonia infection, and no infection.
Two CNN models namely, VGG16 and ResNet50 have been
implemented and compared in this work. With an accuracy
score of 97.67%, VGG16 model provided the best performance
in automated COVID-19 detection model.

According to Monshi et al. [20], the hyperparameter opti-
mization of ML classifiers provided best results. The pretrained
models have been implemented in this work to design a
novel CovidXrayNet framework based on EfficientNet-BO and
Bayesian optimized ML classifiers. The testing accuracy value

www.ijacsa.thesai.org

1286 |Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

of this model on data generated from two distinct databases
has been revealed as 95.82%.

To detect COVID-19, Panwar et al. [21] presented a Trans-
fer Learning (TL) based nCOVnet Deep Learning approach
and obtained an accuracy score of 88.10% in training and
testing of the CT scan images. Asif et al. [22] designed CNN
model to diagnose COVID-19 using CXR images. Without
applying any preprocessing techniques, input images have been
fed into the Inception-V3 model and accomplished classifica-
tion accuracy score of 96%.

COVID-19 and Pneumonia detection has been performed
using 3-stage model based on CXR images (Bhattacharya et
al. [23]). To start with, the affected lung region has been
separated from the CXR images by deploying the Conditional
Generative Adversarial Network (C-GAN). The characteristics
from segmented lung pictures have been extracted in the stage
two by using DNN based feature extraction model. Afterwards,
different ML classifiers have been deployed to categorize the
CXR images according to the extracted features. The proposed
combination of VGG19 with Binary Robust Invariant Scale
Key-points (BRISK) yielded the best classification accuracy
score of 96.6%.

Kaur et al. [24] proposed a classier fusion model using
ResNet50 to diagnose COVID-19 using CXR images. Kumar
et al. [25] designed a model with the blended features of
MobileNetV?2 and DarkNet19 model based on CT scan dataset.
This was one of the earliest attempts of using open-source
DNNs for COVID-19 detection from CXR images. An auto-
mated tool for COVID-19 diagnosis, COVID-Net (Linda Wang
et al. [26]) has been proposed and testing of same along with
VGG19 and ResNet50 has been performed on COVIDx (an
open-access dataset formed from collection of five different
datasets). This experimental setup attained 93.3% accuracy.
The performance of seven deep learning models have been
examined (Khalid El Asnaoui et al.[27]) in order to identify
and categorize COVID-19 and Pneumonia. The process of
image preprocessing has been applied on the raw CT and X-
ray images to enhance their quality and an accuracy score of
92.18% has been obtained by using Inception-ResNetV2.

A transfer learning based COVID-19 detection from CXR
and CT images has been proposed by Afshar Shamsi et al. [28].
To accomplish the classification objective, four different pre-
trained models (namely, VGG16, ResNet50, DenseNet121 and
InceptionResNet) have been used for feature extraction, and
the extracted features were then fed into ML models. With an
accuracy score of 87.9%, the combination of ResNet50 model
and SVM classifier produced the best results. Arellano et al.
[29] proposed a modified pretrained DenseNet121 model, with
relearning of last layer for identification of COVID-19 from
CXR images. A publicly available COVID-19 database has
been used for training the model with an accuracy value of
94.7%.

Most of studies in the existing literature used raw images
directly or combined with computationally intensive image
preprocessing functions. The vital image features such as
texture, color, shape, etc. play a significant role in the process
of image classification, and it is performed by the DNN
model. Henceforth, this tri-modular approach towards the
proposal of optimized hybrid DNN-ML model encompasses
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first module for feature processing task, which includes the
use of proposed image preprocessing techniques for image
enhancement. Second module uses pretrained DNN models
for feature extraction from enhanced images and third uses
optimized ML for classification from the extracted image
features.

III. MATERIALS AND METHODS

This section provides details about various encompassing
the proposed hybrid DNN-ML model. The datasets used for
training of the proposed model have also been discussed in
this section.

A. Description of the Dataset Used

For verification and validation of the proposed optimized
hybrid DNN-ML framework, two different and original CXR
(Chest X-Rays) and CT scan datasets have been utilized.
The first dataset, i.e, CXR dataset, is a multiclass dataset,
consists of COVID-19, viral pneumonia, and normal CXR
image classes. The second dataset, comprises CT scan images,
is a binary class dataset consisting of only COVID and non-
COVID (COVID negative) image classes. First dataset in
original form has been collected from different sources ([30],
[31], [32]). The reason behind choosing these sources is as
they contain original or non-processed CXR images. Because
of continuous and ongoing research on COVID-19 disease, the
newer version of this dataset may contain processed images
which may lose their originality with the passage of time. The
collected CXR image dataset is a balanced image repository
containing 364 images for COVID-19 and other classes in
order to avoid the problem of overfitting. Similarly, the second
dataset related to lung disease patients comprises 349 CT scan
images for both the classes (i.e., COVID-19 and non-COVID-
19) [33].

The CXR images of patients suffering from COVID-19,
Viral Pneumonia diseases, and Normal CXR images, and CT
scan images of COVID-19 and COVID-19 negative patients
have been presented in Fig. 1(a) and (b) respectively. CXR
images of patients infected with COVID-19 show hyperlucent
lung area denoting hyperinflation of lungs due to hindrance
of small airways. CXR images with no abnormality detected
show chest wall with normal shape and size plus trachea with
normal appearance and zero opacity. CXR images of patients
infected with viral pneumonia represent diffused bilateral GGO
showing disperse alveolar. For training of the proposed hybrid
model, enhanced version of both datasets have been prepared
by using image preprocessing techniques, as presented in
the next section. In order to study the effects of applied
image preprocessing technique, results for the same have been
verified using both original and enhanced CXR and CT scan
image datasets.

B. Image Preprocessing

A variety of proficient and non-invasive medical imaging
systems such as MRI, PET, Endoscopy, CT scan and X-Rays
can be used to capture images internal infected parts of various
organs in the human body. The two most commonly used
medical imaging modalities for diagnosis of infectious lungs
diseases are CT scan and CXR images. Both raw CXR and
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Fig. 1. Sample images from the original CXR and CT scan image datasets.

CT scan images can contain different types of noise patterns,
including unrelated blobs, soft lung tissues and fine blood
vessels. Henceforth, classification results can be misguided
by soft lung tissues and minute blood vessels found in CXR
images and CT scans. Thus, in order to improve the model
accuracy, it is imperative to preprocess these medical images
so that pertinent information can be extracted from the same
after eliminating various types of noise patterns [34]. Also, to
enhance the image quality of the raw medical data, image pre-
processing can be applied to digitized images for enhancement
of visual information contained in them [35].

The proposed image preprocessing approach applied to raw
CXR images and CT scan images for the purpose of image
enhancement comprises the following steps:

1) Image Segmentation (Using Edge Detection)

2)  Image Filtration (Median filter)

3) Image Enhancement (Intensity improvement using
CLAHE’s method)

1) Proposed Image Segmentation Technique: Image Seg-
mentation performs segmentation or masking of meaningful
region or Region of Interest (ROI) area from an image so that
there is no effect of noise patterns on the accuracy of image
classification process [36].

For detection of COVID-19 using CXR images and CT
scans, the target ROI is lungs (i.e. both left and right lung
regions). The training of DNN model based on masked lung
area, i.e., ROI will always provide with a more accurate disease
prediction. The process of image segmentation used to perform
ROI extraction from CXR and CT scan images is a very time-
consuming and tedious process due to large size of COVID-19
image datasets; therefore, it can’t be performed manually. It
has been also shown in previous studies that, Al based U-
NET model as the conditional Generative Adversial Networks
(GANSs) [14] [23] has been used for the extraction of ROI
regions. The inclusion of DNNs for image segmentation pro-
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cess in various previous studies has contributed to additional
overhead in terms of overall training time and computational
complexity.

Originally, both CT scan and CXR images are grayscale
in nature. But, the available CT scan and CXR images in
the used dataset may contain some blue colored biomarkers.
Therefore, for generation of accurate binary mask in the
image segmentation step, it is important to convert these
existing original images into grayscale. This study devises an
adaptive edge based image segmentation technique has been
devised as an intermediate and transitional solution for fast
and accurate ROI extraction from the original images. This
proposed technique uses Canny Edge Detection and a set of
Morphological operations for automatic extraction of lungs
ROL. It consists of three major steps.

1)  Image smoothing, which is performed in the first
step by using Gaussian filter function Gj(z,y)',
(equation 1);

2) The second step involves calculation of gradient
magnitude G,,(x,y) and gradient direction 6(x,y)
(equations 2 and 3);

3)  Application of edge point detection and connection
function E,(x,y) has been performed in step 3
(equation 4).

Gf(.’E,y) = [Gw(‘x’y) * Gv(mvy)} * I(l‘,y) (D

Gn(@,y) = /G2 (w,9) + G3(2.1) @)
_ Gy(.y)
0(z,y) = arctan [Gz(%y] (3)

where,

o Gw(xvy):(_P1+P2_P3+P4)/2;

o Gylz,y)=Pi+P—Ps—Py)/2

e [(x,y) is an original grayscale CXR/CT scan image;

e P, P, P35, P, are the pixel values of the coordinates
(z,9). (x+1,9) . (2, y+1). (e+1,y+1), respectively
of an original grayscale image;

e 1z and y represent the corresponding row and column
of an original grayscale image.

The proposed image segmentation technique uses canny
edge detection method combined with Hough Transform (HT)
[37] for connection of edge points. Hough Transform method
overcomes the boundary leakage problem that arises during the
process of edge detection by finding all the collinear points
(along the directions of an edge) by joining them as edge
points, thereby producing efficient results for low intensity
images as well.

!Gaussian filter is based on Gaussian function, and it can be defined as

() + (v)?
2102

1
G(z,y) = ol exp [
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mark (x,y) as edge points in Gy (x,y)* if G (z.y) >t
mark (x,y) as candidate edge points,

E;ﬁ(m’ y) = { 4)

otherwise

where, ¢ is the threshold value, obtained by applying
Ostu method [38]. The resultant HT Canny Edge-detected
binary image BM (x,y) is further preprocessed by using 3-
step application of widely acceptable dilation, fill and erosion
morphological operators. First step involves application of
dilation operator(dil) for edge dilation to BM (z,y) resulting
in BM;(z,y) (Eq. 5) The second step comprises use of fill
operation (fill) (Eq. 6) on dilated image BM 1(z, y) for filling
the holes based object intensity of displayed region resulting in
a filled image BMs(x,y). The third and final step deploys the
erosion operator (erode) (Eq. 7) on BMs(x,y) for removal of
the connected components on the edge boundary resulting in
computation of a final binary image BM fina(z, y).

BM,(z,y) = dil(G¢(z,y)); Q)
BM;(x,y) = fill(BMi(z,y)); (©)
BMyinai(z,y) = erode(BMa(z,y)); @)
Is(z,y) = BMpina(z,y) * I(z,y) (®)

where

e  BM;(x,y)- A binary mask obtained after edge detec-
tion;

e  BMs(x,y)- A binary mask obtained after edge dila-
tion;

o BM¢yina(x,y)- The final binary mask obtained after
removal of connected components;

e I (z,y) - The final segmented image.

The final segmented image I, (z,y) with the extracted ROI
is procured by segmenting an original grayscale image with the
computed binary image BMyinqi(x,y) mask, resulting from
the application of edge detection and morphological operators
as a binary mask (Eq. 8).

2) Image Filtration Methodology: Image filtration is re-
sponsible for modification or enhancement of image mod-
ification by removing different types of noise® existing in
them. Noise can be classified as Gaussian, Salt and Pepper,
Poisson, impulsive and speckle noise. The CXR and CT scan
images which have been used to validate proposed model are
mostly subject to Gaussian, Salt and Pepper, and Poisson noise.
Gaussian noise can be eliminated by using a Gaussian filter (as
described in image segmentation phase). And, for the removal
of Salt and Pepper, and Poisson noise from CXR and CT
images, median filter has been applied to segmented image
that includes the extracted ROI (for lungs region).

I(z,y) = Med(Is(z,y)) )

3Noise refers to errors occurring at the time of image acquisition process
and in case of CXR, imaging of ribs can be considered as noise
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where, Med is a median filter and I;(z,y) is a filtered and
sharpened image* obtained after application of median filter
to segmented image Is(z,vy).

The proposed image filtration technique uses a median filter
to generate a low-frequency image by replacing the pixel value
with a median pixel value in an image, computed over a square
area of 8 x 8 pixels centered at the pixel locations.

3) Proposed Image Enhancement: Image enhancement
enhances the contrast value of grayscale and colored images,
and plays a vital role in medical imaging for improvement
of visual perception quality. In case of CXR and CT scan
images, the strong contrast in the white area washes out the
vital information saved in white pixels of an image [8]. The
proposed image enhancement methodology, applies improved
version of AHE (Adaptive Histogram Equalization), termed as
CLAHE (Contrast Limited Adaptive Histogram Equalization)
[39] to filtered images (Eq. 10) for intensity enhancement, im-
provement of local contrast and edge definitions; and produces
final enhanced images used for training the proposed hybrid
DNN-ML framework.

I.(z,y) = Clahe(If(z,y)) (10

where I.(z,y) is a final enhanced image and CLAHE
is an image enhancement technique that enhances images by
evenly spreading intensity level in small regions throughout
the images and setting up the maximum contrast limit [40].

The step-wise functional implementation for preprocessing
of CXR and CT scan images has been presented as Algorithm
1 and the corresponding set of transformations have been
demonstrated graphically as in Fig. 2(a)-2(h) and Fig. 3(a)-
3(h), respectively.

Algorithm 1 The Proposed Image Preprocessing Methodology

Input: Infolder <= Original Grayscale Image Repository
Output: Outfolder <= Enhanced Image Repository
1: N <« Length of Infolder
2: for each image I in Infolder = 1 to N do
3 IR < imread(infolder(I)) > imread
is a function used to read images from Original Grayscale
Image Repository
4: I1G < im2gray(IR) > Convert retrieved image (I R)
into a grayscale image (IG)
5: BM <= Cannyedge(IG) > Canny edge detection and
morphological operator to obtain a Binary mask (BM)
6: maskIG < cast(IG, BM) > Apply BM on original
grayscale image to obtain segmented image (maskIG)
7: FIG < medfilt2(maskIG) > Apply median filter
to segmented image to obtain filtered image FIG
8: CIG < CLAHE(FIG) > Apply CLAHE on
filtered image to obtain final image CIG
9: Outfolder <= Save(CIG) > Save final image in an
Enhanced Image Repository
10: end for

4The process of median filtering improves the sharpness of CXR and CT
scan images by eliminating the impacts of noise and blurriness during image
acquisition.
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(a) Original Image

(b) Edge Detection

(e) Final Binary mask

(f) Mask Over Original Image
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Fig. 2. Application of the proposed segmentation and image enhancement technique on Chest X-ray images.

C. Feature Extraction Process

After the feature enhancement phase (which includes im-
age segmentation, filtration and intensification steps), feature
extraction process is applied on the processed, enhanced
and obtained segmented CXR and CT scan images, from the
previous step. Feature extraction is the typical and challenging
task, which involves capturing of various significant attributes
of an image such as fexture, color, intensity, edge information
etc. This work uses advanced Deep Neural Networks (DNNs)
to extract features of enhanced images.

Convolutional Neural networks (CNNs) are a sub-type of
DNNs, widely used in the domain of computer vision, such
as object detection and image classification etc. CNNs consist
of input, convolution, max/average pooling, fully connected
and classification layers. The combination of these layers with
different techniques and topologies has resulted in various
variations of CNNs such as VGG19, ResNet50, GoogleNet and
many more. The layers used by the proposed model for per-
forming the process of feature extraction can be summarized
as follows. Firstly, input images are loaded into image / input
layer and further fed to convolutional layers for convolution
operation and for production of the final output feature map.
The pooling layer also called down sampling downsizes the
feature map, i.e, reduces the feature map without any sig-
nification feature loss related to input image. Lastly, a fully
connected layer collects the final output comprising features
extracted by CNN model and passes them to classification
layer.

This work uses three pretrained DNN models namely,
GoogleNet, ResNet50 and EfficientNetBO0 as a feature extractor
tool to extract various significant characteristics from CXR and
CT scan images. These prominent extracted features are further
used by the feature classifiers in order to classify COVID-19

images. Each of these models has a different architecture and
specific input/image layer size. It is important to resize the
input image according to the input layer size for each model
and this study uses data augmentation approach for image
resizing.

1) GoogleNet: GoogleNet is a pretrained CNN consisting
of 144 layers including convolution, ReLU, average and max
pooling, concatenation and fully connected. Inception mod-
ules are the building blocks of GoogleNet which comprises
convolution with filters in vary size (1 x 1, 3 x 3 and 5 X 5)
and performs convolution operation in parallel. Each inception
block contains max pooling layer which reduces feature dimen-
sions while retaining most significant features simultaneously
[41]. The fully connected layer in GoogleNet called “loss3-
classifier”, performs storage and retrieval of extracted features,
and it extracted almost 1000 features in this work.

2) EfficientNetBO0: EfficientNetB0 is based on the principle
of compound scaling which balances the network length, width
and resolution to increase the feature extraction efficiency. It
consists of convolution layers, 2D global average pooling layer,
batch normalization , fully connected layer, and sixteen depth
separable convolutional blocks (mobile inverted bottleneck
convolution) [42]. The “dense | matmul” layer has been used
in this work for performing feature extraction process, and it
extracted almost 1000 significant features.

3) ResNet50: ResNet50 is a variant of ResNet model also
called “Residual Network” with deep 50 layers. And, the
residual connection existing in this network can be termed as
distinguishable feature which helps grasping residual functions
and mapping the input with desired output. The two major
components of ResNet50 are convolutional and identity blocks
that further comprise several convolutional layers followed by
batch normalization and activation function (ReLU). These

www.ijacsa.thesai.org

1290 |[Page



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 8, 2024

(a) Original Image (b) Edge detection

(e) Final Binary Mask

(f) Mask over Original Image (g) Segmented and Filtered Image

(h) Enhanced Image

Fig. 3. Application of the proposed segmentation and image enhancement technique on CT scan images.

layers are responsible for capturing the features such as color,
shape, texture and edge information [43]. This work uses
ResNet50 with “fc1000” fully connected layer for extraction
of 1000 features.

For the purpose of validation and benchmarking, all these
three pretrained DNN architectures have been trained using
enhanced CXR dataset. Each model has been initially oper-
ated for 30 epochs and each epoch further consists of 330
iterations, with batchsize of 64 and learning rate of 0.0001.
For the training of aforementioned pretrained CNN models
the enhanced CXR dataset has been splitted into training and
testing set ratio of 70:30 respectively. It has been observed
that when these three DNNSs, i.e., GoogleNet, EfficientNetBO
and ResNet50 trained on enhanced CXR dataset have been
compared for accuracy, they performed with 96.94%, 95.72%
and 92.97% respectively. The performance metrics for all three
implemented pretrained networks have been shown in Table I.
The highest accuracy has been achieved by ResNet50 (96.94%)
with total training time of 514 minutes, which outperformed
the other implemented models to detect COVID-19 using
enhanced CXR dataset. GoogleNet stayed close with 95.72%
accuracy, but training time (612 min) taken to achieve the same
has been more as compared. The training time (674 min.) taken
by EfficientNetBO and achieve accuracy (92.97%). Henceforth,
for performing feature extraction in this work, ResNet50 can
serve as the best choice. The sequential process of feature
extraction has been mentioned in Algorithm 2.

TABLE I. RESULTS OBTAINED FOR PRETRAINED DNNS USING
ENHANCED CXR DATASET

DNN model Accuracy  Recall Precision  F-Score Time
(%) (%) (%) (%) (min)
GoogleNet 95.72% 95.2 95.8 95.75 612
EfficientNetBO 92.97% 93.4 93.1 92.96 674
ResNet50 96.94% 96.92 96.93 96.92 514

Algorithm 2 FEATURE EXTRACTOR

Input: EDS < Image Repository for Enhanced images
Output: f.,: < Set of extracted features
1: IMD <« Load(EDS) > Retrieve images from the
enhanced image data store
2: Net=ResNet50 or GoogleNet or EfficientNetBO > Call to
pretrained CNN model and initialize as Net
3: COVNET <= Train(Net, IMD) >
Train proposed COVNET with network training options
and enhanced dataset
4: Calculate and compare the classification accuracy of pre-
trained models > trained on CXR and CT
datasets
5: Select the model with maximum accuracy, COV N ET,, 4.
> as Feature Extractor (FE)
6: fewt <= COVNET 02 (FClayer) > Extract set of
features from fully connected layer F'Cjqye, of extractor

D. Feature Classification Process

The features extracted by the “fc” fully connected feature
layer of ResNet50 model are fed to ML classifiers for per-
forming feature classification. This study utilizes Bayesian
optimized ML classifiers(i.e, Decision Tree (DT), K-Nearest
Neighbor (kNN), Naive Bayes (NB), Discriminant Analysis
(DA) and Support Vector Machine (SVM)) for feature-based
image classification from CXR and CT scan image datasets.

e  Decision Tree (DT) classifier [44] is a tree based
decision-making model for classification of image
features where internal nodes and branches of a tree
represent and rules, respectively. DT classifier works
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on entropy and information gain parameters (Eq. 11).

le] lel

entropy(D) = E P, (C;)log2P-(C;), where E P.(C; =1)

i=1 i=1

(11
On the basis of these parameters, each node of DT is
further splitted until the traversal of final leaf node,
which represents the final output class. The vital
hyperparameters that can be considered for fine tuning
of DT classifier are maximum number of splits and
maximum depth.

K-Nearest Neighbor (kNN) [45] classifies the new
data point according to similarity with its neigh-
boring points. To find similarity, distance between
the new and neighboring data points is computed
using various methods (i.e., Euclidean, Manhattan,
Spearman, Murkowski, etc.), This study computes
euclidean distance D (equation 12) with k-NN for
image classification.

D =/(z— i) —y—yi)? (12)

k-NN classifier can be refined by optimal values
of neighbor size (k) and distance method as vital
hyperparameters for accurate results.

Naive Bayes(NB) [46] is a simple probabilistic al-
gorithm based on Bayes’ theorem (Eq. 16) and it
classifies images identical to the corresponding disease
type (COVID-19, Viral Pneumonia, Normal images)
with the largest posterior probability. The objective
function O(z) of NB can be defined as (Eq. 13)

y = argmax, P(y)mi_, P(z; | y) (13)

where, P(x; | y) is the posterior probability of z; for
given values of y.

In NB classifier, the smoothing hyperparameter («),
which is continuous in nature is the only one that
needs to be fine-tuned for refinement of the former.

Discriminant Analysis (DA) [47] is a statistical ap-
proach based on Bayes’ theorem (16) and estimates
the probability of new data point with respect to each
class. And, the class having highest probability will
be the class for a new point. The objective function
O(z) for DA can be defined by (Eq. 14)

k
Y =argmazy—i. i ZP(k |2)Cy [ k) (4
k=1

Support vector machine (SVM) [48], is a prominent
nonlinear classifier which divides the dataset into two
parts by using a hyperplane. It can efficiently handle
both linear and non-linear data. Hyperplane learning
is facilitated by Kernel function f(x) ( where type of
kernel functions are Linear, Polynomial, Radial Ba-
sis Function(RBF), Sigmoid). The objective function
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O(z) for SVM can be defined by Eq. 15.
) 1 n
argmm(ﬁ Z; maz(0,1—y; f(z;)+ Ew’ w)) (15)

where, w denotes normalization vector and E repre-
sents classification error rate. The most crucial hyper-
parameter which can be optimized for best results in
SVM model is kernel type.

1) Hyperparameter Tuning process for ML Classifiers:
Hyperparameter Optimization (HPO) [49] process involves
finding the most appropriate set of hyperparameter values
before training phase of ML classifier that results in the best
performance in a finite duration of time for a particular dataset.
The major objective of HPO is to obtain optimal performance
for ML models by finetuning their hyperparameters under
time constraints. Since, fraining time is one of the crucial
factors for HPO of ML models, therefore, for every new
set of hyperparameter values, the entire model is retrained
and performance of the latter is evaluated [50], [51]. It is
important to determine the optimal values for the relevant
hyperparameters in a ML classifier, in order to maximize
the value of classification accuracy. Most commonly used
hyperparameter tuning methods are Grid Search (GS), Random
Search (RS), and Bayesian optimization (BO) .

Grid search is a time-consuming optimization technique,
as it iterates for all the possible values of the selected hyper-
parameters and henceforth,is an infeasible approach. On the
other hand, random search, randomly selects various possible
values for the selected set of hyperparameters and computes
the results, and may miss the best suitable combination for
set of hyperparameter values, concluding it to be an inefficient
approach. As compared to GS and RS, BO, is a probabilistic
optimization technique that uses prior information (previous
outcomes) of various experimented hyperparameter values to
compute the next ones and avoids unnecessary iterations. This
increases the computational power of BO, and it finds optimal
hyperparameter values using fewer iterations as compared [52].
Therefore, this study has adopted BO as a hyperparameter
tuning method that makes it as heart and soul of the proposed
hybrid DNN-ML model for chest disease diagnosis. The im-
plementation of BO along with its various outcomes, has been
discussed in the upcoming sections.

2) Bayesian Optimization: Bayesian optimization (BO)
[53] has been derived from Bayes’ theorem. And, it states that
for a given information I, the posterior probability (P (M |I))
of a given model M is directly proportional to to the product
of likelihood P(I|M) and marginal or prior probability P (M)
defined in Equation 16.

P(M|I) = P(IIM) x P(M) (16)

Bayesian approach uses the information retrieved from
data(considered as prior knowledge) along with the factors
that improve existing knowledge from the derived posterior
knowledge. BO based Hyperparameter optimization problem
can be defined as in equation 17) and its goal is to obtain
maximize or minimize the value of objective function O(x).

¥ = argmingex O(x), or argmazyex O(z) an
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where,

e X denotes the search space comprising = samples,
expressed as X1, T, T3,eeeeeenn. T, with size of search
space = n.

e z* represents hyperparameter configuration that gen-
erates the maximum/minimum value of O(x).

The values of x1, Za,......... x, can be estimated using the
objective function O(x). The sequential combination of these
samples and their evaluations forms a set S expressed as S =
21,0(21)y e T, O(xy,). The set S is further used to define
the surrogate model (S M) for generating the value of posterior
probability.

This study uses Gaussian Process (GP) as a surrogate
model because of its stochastic behavior and normal distri-
bution property. GP is defined as the function of mean p(x)
and a covariance matrix K (z,z") (Eq. 18).

O ~ GP(u(z), K(z,2")) (18)

The optimal values for O(z) can be determined using
the posterior probability value, according to the acquisition
function(c). The minimum value of Bayesian optimized ob-
jective function O(z) can be derived by from set X selected
on the basis of a.

T = argmingex a(z | X), or argming, cxi.c O(x;)
19)
where, 1 represent the position for which objective func-
tion O(x) obtains maximum value after ¢ sample points.
Acquisition function uses Expected improvement (F 1) method
(equation 20), to evaluate the degree of improvement for the
objective function O(x).

EI(z) = maz{0,0411(z) — O(z ™)} (20)

The step-wise implementation of proposed Bayesian Op-
timization for hyperparameter optimization of ML classifiers
has been shown as Algorithm 3. The set of computed hyper-
parameters using BO with ML classifiers, for chest disease
diagnosis from CXR and CT scan image datasets are shown
in Table II.

E. Evaluation Metrics

The four major performance metrics, i.e., Accuracy, Pre-
cision, Recall and F-Score have been utilized in this study to
assess the effectiveness of proposed optimized hybrid DNN-
ML model.

TP+TN
A = 1 21
ceuracy = g N+ Fpy EN C 0% @D
. TP
Precision = TP FP x 100% (22)
TP
Recall = m X 100% (23)
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TABLE II. THE SET OF OPTIMAL HYPERPARAMETER VALUES FOR
DEPLOYED BO-ML CLASSIFIERS

ML classifier Hyperparameters CXR images CT scan
DT Minimum leaf Size 1 10
Maximum Splits 287 13
Split Criteria deviance deviance
TET(s)' 41.58 26.9735
TOFET(s)* 27.523 13.3903
kNN Neighbors size 8 9
Distance euclidean spearman
Distance weight inverse squaredinverse
TET(s) 38.9375 32.7209
TOFET(s) 19.011 17.1105
NB Distribution Nature Kernel Kernel
Kernel width 1.0826 0.322
Kernel Type Normal Normal
TET(s) 2338.4096 1150.12
TOFET(s) 2324.1023 1136.294
DA Delta 0.01723 0.0188
Gamma 0.5991 0.8467
Discriminant type Linear Linear
TET(s) 59.7759 39.8835
TOFET(s) 41.4394 22.867
SVM Box Constraint 1.2984 0.1012
Kernel Scale 92.227 91.017
Kernel Function Gaussian linear
Coding technique onevsall onevsone
TET(s) 1317.2887
TOFET(s) 1285.26

Algorithm 3 Psuedocode for applied Bayesian optimization
technique

Input: X < Hyperparameter Space of size n, O(x)<— Objec-
tive function
Output: z,piimaq ¢ optimal hyperparameter configuration,
Yoptimal < optimal objective function value
1: Assign initial value xy and calculate objective function
value yo = O(xg) © initial hyperparameter configuration

2: Set Toptimal = To and Yoptimal = Yo With Training set
To = x0, Yo

3: for i in range n do

4: Obtain new values for hyperparameter configuration by

optimizing acquisition function «;
5 x; = argmingex a(x | Ti—1)
6: Calculate objective value y; = O(x;)
7: Update the training set T; = T;_1 U {z;, y; }
8: Update the surrogate model
9 if y; < Yoptimal then

10: {xoptimalv yoptimal} - {(Eia yz}
11: end if
12: end for

13: return {Zoptimals Yoptimal } <= optimal set of hyperparam-
eter configuration and objective function value

2TP

1 24
TP P EN <000 24

F — score =

where, TP, TN, FP, FN are values of True Positive, True
Negative, False Positive and False Negative scores, respec-
tively. These values can be calculated from the resultant
confusion matrix.

FE. Proposed Framework

This section describes the proposed framework for classi-
fication of COVID-19 images using two different datasets that
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vary according to size, mode and labels. This work proposes a
three-layered optimized hybrid DNN-ML framework. The three
different layers are, feature enhancement, feature extraction
and classification layer performing three distinguished tasks.
The framework of proposed approach has been presented
in Fig. 4. Phase-I (feature enhancement layer) performs the
image preprocessing task for enhancing the image quality and
ROI extraction with significant features of an image. This
Phase comprises the proposed image segmentation, median
filter and CLAHE methods for capturing image features that
denote abnormal/disease region, for passing to Phase-II (fea-
ture extraction layer). Phase-II has deployed ResNet50 as a
feature extractor tool because of its strengths such as lesser
training time and higher classification accuracy. A sum total
of almost 1000 distinguishable features has been extracted by
the Phase-II, further dividing them into training and testing
feature set in ratio 70:30. The training features have been
given to Phase-III (Feature classification layer) as an input
for training of ML classifiers. And, the test features have been
employed to validate the classification accuracy of Bayesian
optimized ML classifiers for CXR and CT scan image datasets.
The Algorithm with all sub-procedures for the proposed hybrid
BO DNN-ML model has been presented as 4.

Algorithm 4 Sequential Implementation for the proposed
hybrid BO DNN-ML model

Input: DS<— Image repository
Output: Image classification and accuracy using proposed
model
1: procedure IMAGE PREPROCESSING(DS)
various Image Preprocessing techniques

> Apply

2: N < Number of images in each class
3: for i in range N do
4 EDS + IMAGE PREPROCESSING(DS;) »

call image preprocessing method
return EDS > returns enhanced CXR dataset

end for

end procedure

procedure FEATURE EXTRACTION AND CLASSI-

FICATION(EDS)

9: fext < FEATURE EXTRACTOR(EDS)
feature extractor for EDS

10: return feq; > return extracted features

11: BOy;1, + BAYESIAN OPTIMIZATION(fer:) b
Call optimization to hyperoptimize the ML classifiers

® W

> call

12: fey Accuracy <+ FEATURE CLASSIFIER(BO 1, fext)

13: end procedure
14: return Image class < f. with associated accuracy score
< Accuracy

IV. EXPERIMENTAL RESULTS

In this study, three experiments have been conducted
for the performance analysis of the proposed approach to
detect COVID-19 on two different types of datasets: Chest
Xray and CT scan image dateset. Firstly, the images have
been segmented and enhanced with the proposed adaptive
edge based segmentation algorithm. Afterwards, the proposed
hybrid model described in Section 3 has been applied to
enhance images for the next processes of feature extraction and
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classification. This section presents experimental specifications
and results obtained in detail.

A. Experimental Setup

The hardware and software specifications of experimental
setup include a computer system with 8 GB RAM, 7th Gen-
eration Intel Corei7 processor, Windows 10 as an operating
system and MATLAB R2023b installed on it. The experiments
have been carried out using two different datasets (CXR & CT
scan images) and preprocessing applied to them before train-
ing of the proposed model. Various Morphological operators
predefined in MATLAB [54] have been used for preparation
of an enhanced dataset.

B. Experiment 1: Performance Evaluation of ResNet50 using
Original CXR and CT Scan Datasets

The experiment 1 investigates the impact of image pre-
processing for the improvement of classification accuracy.
Numerous research studies have shown disease detection mod-
els with high classification accuracy but all of them used
computationally intensive pretrained models to perform image
preprocessing. Moreover, some research studies also utilized
ANN models to perform image segmentation which introduces
an additional overhead in overall computational time. This
experiment illustrates the use of edge detection technique
for image segmentation which improves both classification
accuracy and efficiency of light weight ResNet50 model.
Various performance metrics used for performance evaluation
and comparison of ResNet50 with both original and enhanced
datasets have been mentioned in Eq. 21, 22, 23 and 24. A
summary of comparative results (Table IIT) show that ResNet50
achieved highest accuracy values of 96.94% and 96.67% with
enhanced CXR and CT scan datasets. These results depict
that no matter what type of images have been used for the
training of DNN model, feature enhancement always leads to
the accuracy improvement.

TABLE III. PERFORMANCE METRICS FOR COMPARISON OF ORIGINAL
AND ENHANCED IMAGE DATASETS WITH RESNETS50

Dataset Dataset Accuracy Class Recall Precision F—Score
Modal-  Type (%) (%) (%) (%)
ity
CXR Original  95.11%  COVID-19 95.4 100 95.04
Normal 93.6 91.9
Pneumonia 96.3 93.8
Enhanced 96.94%  COVID-19 99.08  99.08 96.99
Normal 99.08 93.10
Pneumonia 99.01 92.66
CT Original 95.71%  COVID-19 97.1 94.4 95.77
Non COVID-19 94.3 97.1
Enhanced 96.67%  COVID-19 97.1 96.2 96.7

Non COVID-19 96.2 97.1

C. Experiment 2: Performance Analysis of the Proposed hy-
brid DNN-ML Model

Firstly, the proposed hybrid DNN-ML model has been
trained and evaluated for CXR images dataset. ResNet50 has
been employed as a feature extractor for the proposed model
in experiment 2 and features extracted served as a input to
disparate ML classifiers(viz., SVM, KNN, NB, DT, and DA).
SVM classifier has been able to achieve the highest accuracy
value of 97.25% with AUC value as 99.27% (Table IV). The
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Fig. 4. Conceptual framework of the proposed optimized hybrid DNN-ML model.

confusion matrix obtained for various ML classifiers that have
been trained using features extracted by ResNet50 has been
shown in Fig. 5.

The same experiment is repeated CT scan dataset and as
mentioned before, SVM outshined the rest of ML classifiers
by achieving highest accuracy value 97.62% with AUC value
as 99.84%. All the performance metrics and confusion matrix
related to same have been presented as Table V and Fig. 6,
respectively.

D. Experiment 3: Performance Analysis of BO based hybrid
DNN-ML Model

This experiment involves training, validation and evaluation
of the proposed Bayesian optimized hybrid DNN-ML model
using enhanced CXR and CT scan datasets. The results ob-
tained have been shown in Tables VI and VII. The maximum
values of classification accuracy when the proposed Bayesian

TABLE IV. RESULTS OF VARIOUS PERFORMANCE METRICS FOR A
COMBINATION OF RESNET50 AND ML CLASSIFIERS FOR AN ENHANCED
CXR DATASET

Model Accuracy Class Recall PrecisionF—Score AUC
(%) (%) (%) (%) (%)

DT 88.07% COVID-19 82.6 92.8 88.01 92.15
Normal 98.2 89.2
Viral Pneumonia 83.5 82.7

k-NN 94.5%  COVID-19 100 97.3 94.4 99.31
Normal 100 87.9
viral pneumonia 83.5 100

NB 91.13% COVID-19 82.6 98.9 91.16  99.28
Normal 98.2 93.9
Viral Pneumonia 92.7 82.8

DA 97.86% COVID-19 99.1 100 97.87 99.95
Normal 100 94.0
Viral Pneumonia 94.5 100

SVM 97.25% COVID-19 100 99.1 97.23 99.27
Normal 100 93.2
Viral Pneumonia 91.7 100
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Fig. 5. Confusion matrix obtained with a combination of ResNet50 and ML classifiers for an enhanced CXR dataset.
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Fig. 6. Confusion matrix obtained with a combination of Resnet50 and ML classifiers for an enhanced CT scan dataset.

TABLE V. RESULTS FOR VARIOUS PERFORMANCE METRICS OBTAINED
FOR RESNET50 AND ML CLASSIFIERS FOR AN ENHANCED CT SCAN

DATASET
Model Accuracy Class Recall  PrecisionF —Score AUC
(%) (%) (%) (%) (%)

DT 89.05% COVID-19 91.4 87.3 88.97 89.05
Non COVID-19 86.4 91.0

k-NN 96.67% COVID-19 97.1 96.2 96.64  96.67
Non COVID-19 96.2 97.1

NB 97.14% COVID-19 98.1 96.3 97.19  98.98
Non COVID-19 96.2 98.1

DA 96.19% COVID-19 94.3 98.0 96.19  98.49
Non COVID-19 98.1 94.5

SVM 97.62% COVID-19 100 95.5 97.62  99.84

Non COVID-19 95.2 100

optimized hybrid model has been trained with SVM for CXR
and kNN classifier for CT scan image dataset, are 98.78%
and 99.05% respectively. The confusion matrix and ROC
curve after combining ResNet50 with the proposed BO-ML
classifiers using CXR images have been presented in Fig. 7
and 8, respectively. Similarly, the confusion matrix and ROC
curve for the proposed ResNet50 based BO-hybrid model
trained on CT scan dataset have been presented in Fig. 9 and
10 respectively. The objective function presenting number of

e-nonCovID

(e) SVM

TABLE VI. RESULTS OF VARIOUS PERFORMANCE METRICS OBTAINED
USING RESNET50 FEATURES AND BO-ML CLASSIFIERS FOR AN
ENHANCED CXR DATASET

Model  Accuracy Class Recall Precision F—Score AUC
(%) (%) (%) (%) (%)

DT 88.38% COVID-19 86.2 93.1 88.3 93.59
Normal 96.3 86.1
Viral Pneumonia 82.6 86.5

k-NN 95.72% COVID-19 96.3 98.1 95.1 99.47
Normal 100 90.8
Viral Pneumonia 90.8 99.0

NB 95.41% COVID-19 97.2 96.4 95.37 99.73
Normal 99.1 92.3
Viral Pneumonia 89.9 98.0

DA 98.17% COVID-19 96.3 100 98.16 99.95
Normal 100 98.2
Viral Pneumonia 98.2 0.964

SVM 98.78% COVID-19 99.1 100 98.77 99.97
Normal 100 97.3
Viral Pneumonia 97.2 99.1

TABLE VII. RESULTS OF VARIOUS PERFORMANCE METRICS OBTAINED
USING RESNETS0 FEATURES AND BO-ML CLASSIFIERS FOR AN
ENHANCED CT SCAN DATASET

. . . Model A Cl Recall PrecisionF—S AUC
evaluations for BO-SVM validated with CXR and BO-KNN @ @ @ @
for CT scan image datasets have been presented in Fig. 8 and DT 85.71% COVID-19 867 850  85.72 90.80
10, respectively. Non COVID-19 848 864

’ kNN 99.05% COVID-19 99.0 989  99.01 99.92

. . Non COVID-19 90 989  99.0

The performqn(.:e comparison of ResNet50 model on origi- NB 97.14% COVID-19 981 963 9358 97.97
nal dataset containing raw images and enhanced dataset (using Non COVID-19 962 98.1
proposed image preprocessing methods) for CXR and CT DA 98.54% gg:lc%iz])_ » gg? gg.(l) 9851 97
scan images has been shown in Fig. 11. It can be concluded SVM  9857% COVID-19 991 9812 9855 99.83
from the results, that image preprocessing techniques, i.e., Non COVID-19  98.12 99.1
primarily image segmentation and enhancement has helped in
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Fig. 7. Confusion matrix obtained by using combination of ResNet50 and BO-ML classifiers for an enhanced CXR dataset.
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Fig. 8. ROC and Expected Improvement function(BO-SVM) for the proposed optimized hybrid DNN-ML model for CXR images.

tremendous improvement of ResNet50 model’s performance
for COVID-19 detection. And, it has considerable affect on
classification accuracy score. The performance of Bayesian
optimized ML classifiers combined with ResNet50 (DNN)
is much better in terms of classification accuracy score as
compared to non-optimized versions (Fig. 12). The final output
in the form of tuple (image class, accuracy score) for CT scan
images using the proposed hybrid BO DNN-ML model has
been presented in Fig. 13.

E. Discussions

The work presented in this article has been compared
with various contemporary and previous research studies
for COVID -19 diagnosis using disparate medical imaging
datasets. The comparative analysis includes parameters such
as type of dataset, classification genre, applied image pre-
processing, classification techniques and performance metrics
(Accuracy) as discussed in Table VIII. The research studies that
have specifically utilized CXR and CT scan image datasets
for the validation of the proposed and deployed COVID-
19 diagnosis framework, have only been considered in this
comparative analysis. Arman et al. 2022 [13] had utilized
a hybrid model that showed higher value of classification
accuracy for CXR images but it used complex combination
of Bayesian optimization and Xception model resulting in
higher training time value. As compared to the proposed study,
that used both CXR and CT scan datasets for training and
testing of the optimized hybrid model, all the contemporary
and previous studies have only focused on the use of single
dataset, i.e., either CXR [9], [11], [14], [18], [23] or CT scan
datasets [12], [24] for the training and testing of the applied

ML models. Moreover, none of these have used adaptive
edge based segmentation and devised image preprocessing
techniques for image enhancement that contributes to a more
accurate and efficient feature extraction process.

V. CONCLUSIONS AND FUTURE WORK

This work has presented the utilization of image pre-
processing techniques for dataset enhancement without any
additional overhead in computation cost for automated chest
disease diagnosis. The proposed image preprocessing tech-
nique has used HT-Canny based edge detection method with
morphological operators(dilation, fill and erosion) for image
segmentation and median filter with CLAHE construct for
noise removal respectively. As shown in experimental results
of this article, there has been significant improvement in classi-
fication accuracy because of image segmentation, filtration and
enhancement of CXR(Accuracy score = 96.94%) and CT scan
(Accuracy score = 96.67%) images. While comparing the per-
formance of three DNN models, namely, ResNet50, GoogleNet
and EfficientNetBO for feature extraction using CXR dataset,
ResNet50 dominated in performance as compared to the rest
of models by expending least training time(514 minutes) and
best accuracy score(96.94%). Furthermore, the present study
combined disparate ML classifers(namely DT, kNN, NB, DA
and SVM models) with ResNet50 to formulate the proposed
hybrid DNN-ML model. The proposed model showed that
SVM classifier outperformed the rest of ML classifiers with an
accuracy score of 97.25% and 97.62% for enhanced CXR and
CT scan images respectively. Whereas, when Resnet50 was
combined with Bayesian optimized ML classifiers to formulate
the optimized hybrid DNN-ML model, BO-SVM(Accuracy

www.ijacsa.thesai.org

1297 |[Page



e-CovID

e-COVID

True Class

e-nonCovID

e-nonCoVID

(a) BO-Decision Tree

(IJACSA) International Journal of Advanced Computer Science and Applications,

e-CoVID

(b) BO-KNN

e-nonCoVvID

Vol. 15, No. 8, 2024

Predicted Class

e-CoVID

(c) BO-Naive Bayes

e-nonCOVID e-COVID e-nonCOVID &-CovID e-nonCovID

(d) BO-Discriminant Analysis (e) BO-SVM

Fig. 9. Confusion matrix generated with ResNet50 and BO-ML classifiers for an enhanced CT scan dataset.
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TABLE VIII. COMPARISON OF THE PROPOSED BAYESIAN OPTMIZED HYBRID DNN-ML APPROACH WITH PREVIOUS STUDIES FOR COVID-19

DETECTION
Author (Year) Image type Classification Count Image Preprocessing tech-  Implemented Approach Accuracy
nique used
Kesav et al.,2023 [9] CXR images Multiclass Image resizing GoogleNet and Bayesian optimized  98.31%
SVM classifier
Arman et al.,2022 [11] CXR images Multiclass Image resizing Bayesian optimized Xception model 99.4%
Canayaz et al.,2022  CT scan images Binary Image resizing Bayesian optimized kNN with ResNet50  96.42%
[12]
Aslan et al.,2022 [14] CXR images Multiclass ANN based Image segmen- ~ DenseNet and Bayesian optimized SVM  96.29%
tation classifier
Ezzat et al.,2021 [18] CXR images Multiclass Image Augmentation GSA based DenseNet 98.38%
Bhattacharya et al.,2022 ~ CXR images Multiclass Image segmentation using  VGG-19 with BRISK 96.6%
[23] GAN
Kaur et al.,2022 [24] CT scan images Binary Image resizing Classifier fusion with ResNet50 98.35%
The Proposed CXR images &  Multiclass, Binary Image segmentation, filtra-  BO-hybrid model 98.78%(CXR),
Optimized hybrid ~ CT scan images tion and CLAHE enhance- 99.05%(CT)

DNN-ML model

ment

score = 98.78 %) and BO-kNN (Accuracy score = 99.05 %),

outperformed their non-optimized versions, when trained with

(1]

CXR and CT scan images respectively. It can also be noticed
from the experimental results that, the proposed Bayesian

optimized hybrid DNN-ML model performed much better

(2]

when trained and tested on CT scan images than on the CXR

dataset. As a future research direction, the use of meta-heuristic

(3]

algorithms has been proposed to perform feature selection, so
as size of feature dimension set can be reduced. This will

help in minimizing computation time and improve accuracy

(4]

score. Also, the proposed Bayesian optimized hybrid DNN-
ML approach can be validated using other medical imaging

datasets.

(5]
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