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Abstract—The World Health Organization reports that 

cardiac disorders result in approximately 1.02 million deaths. 

Over the last years, heart disorders, also known as cardiovascular 

diseases, have significantly influenced the medical sector due to 

their immense global impact and high level of danger. 

Unfortunately, accurate prognosis of heart problems or CD, as 

well as continuous monitoring of the patient for 24 hours, is 

unattainable due to the extensive expertise and time required. The 

management and identification of cardiac disease pose significant 

challenges, particularly in impoverished or developing nations. 

Moreover, the absence of adequate medical attention or prompt 

disease management can result in the individual's demise. This 

study presents a novel optimization technique for diagnosing 

cardiac illness utilizing Support Vector Machine (SVM) and 

Grasshopper Optimization Algorithm (GOA). The primary 

objective of this approach is to identify the most impactful 

characteristics and enhance the efficiency of the SVM model. The 

GOA algorithm, which draws inspiration from the natural 

movements of grasshoppers, enhances the search for features in 

the data and effectively reduces the feature set while maintaining 

prediction accuracy. The initial stage involved pre -processing the 

ECG data, followed by its classification using several algorithms 

such as SVM and GOA. The findings demonstrated that the  

suggested approach has markedly enhanced the effectiveness and 

precision of heart disease diagnosis through meticulous feature 

selection and model optimization. This approach can serve as an 

efficient tool for early detection of heart disease by simplifying the 
process and enhancing its speed. 
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I. INTRODUCTION 

Hence, conducting early analysis of cardiovascular disease 
is crucial in order to mitigate its profound impact and enhance 
personal well-being [1,2].  An all-encompassing electronic 
gadget for monitoring the heart that is utilized for analyzing 
irregular heart rhythms. Th is equipment continually gathers 
human electrocardiogram (ECG) readings for a whole 24-hour 
period [3]. A cardiac monitoring model based on artificial 
intelligence (AI) was created to accurately categorize ECG 
signals as either regular or irregular patterns. This was achieved 
by training and testing the model using the standard MIT-BIH 
arrhythmia database [4,5], which is publically accessible on 
PhysioNet [6]. Electrocardiography (ECG) is a highly prevalent 
non-invasive diagnostic technique used for identifying various 
cardiac conditions, including myocardial infarction (MI) [7]. 
Early detection of this condition can halt its course and 

ultimately avert myocardial infarction. Consequently, the 
objective of numerous studies in this domain has consistently 
been to get an early diagnosis of this ailment. Furthermore, the 
utilization of ECG signals for diagnosis is highly significant 
owing to its accessibility and cost-effectiveness in comparison 
to the costly techniques of cardiac echocardiography and MRI 
[8,9]. Currently, there are various techniques for diagnosing 
myocardial infarction (MI), and we will provide a concise 
overview of a few of them. In 2019, Sugimoto et al. introduced 
a technique for identifying myocardial infarction (MI) using 
cannulation networks. The user's text is [10,11]. This approach 
utilizes the electrocardiogram (ECG) signal obtained from 12 
leads [12,13,14]. The researchers initially constructed a 
convolution-based model specifically for normal ECG signals in 
that particular investigation. Subsequently, a computer-aided 
engineering model is constructed for every lead. If inputted, the 
model retrieves normal electrocardiogram (ECG) data. 
Otherwise, the output waveform will be distorted due to 
unsuitable data. Next, the healthy and MI data were classified by 
reconstructing model errors using the K-nearest neighbor 
(KNN) method [15]. Ultimately, the outcomes of this 
classification technique are documented to surpass those of 
other established procedures. Panagiotis Barampoti and others. 
In 2019, a method was proposed that utilizes ECG to identify MI 
using Grossman and Euclidean mapping [16,17]. 

Artificial intelligence, specifically deep learning, is a branch 
of machine learning that focuses on analyzing ECG signal 
structures over multiple hierarchical levels. Its goal is to address 
complex tasks that were challenging for standard neural network 
models [18]. Artificial intelligence or deep learning-based 
simulations for heart monitoring face difficulties in accurately 
classifying ECG heartbeats when they are overtrained due to the 
pseudo-periodic activity of the ECG signal [19,20,21]. Hence, it 
is imperative to utilize the quantity of samples saved in the ECG 
heart rate segment as a means to describe the input variables for 
escape training. In this research, a method for quantifying the 
number of peak ECG heartbeats is employed to encode the 
suggested input variables, as depicted in Fig. 2. The starting 
elements are modified to classify the ECG heartbeat into 16 
disease categories, including 15 arrhythmias and 1 normal 
arrhythmia. 

The GOA is employed in this study to enhance the efficiency 
and accuracy of heart disease diagnosis by selecting the most 
influential features for the SVM. GOA excels in feature 
selection by balancing exploration and exploitation, ensuring a 
comprehensive search of the feature space while avoiding local 
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minima. Inspired by the natural movements of grasshoppers, the 
algorithm mimics their slow, gradual movements and sudden 
leaps, facilitating both broad exploration and focused 
exploitation. This approach is particularly beneficial in handling 
high-dimensional data, common in heart disease diagnosis, as it 
effectively reduces the feature set without compromising 
predictive accuracy. By identifying the most significant features, 
GOA improves the training efficiency and performance of the 
SVM, resulting in faster and potentially more accurate 
diagnoses. The algorithm's versatility and robustness in 
optimization problems further validate its use, ensuring that the 
SVM operates with an optimized feature set, thus enhancing the 
overall diagnostic process. 

The proposed method for heart disease diagnosis integrates 
the locust evolutionary algorithm with SVM, leveraging 
computational advancements to improve accuracy and 
efficiency in medical data mining. By employing the locust 
evolutionary algorithm for feature selection, the method 
optimizes the identification of relevant data attributes essential 
for precise diagnosis. This step is crucial in medical datasets 
where numerous features may be present but not all contribute 
significantly to diagnostic outcomes. Coupled with SVM, 
known for its robustness in handling complex datasets and high-
dimensional feature spaces, the method ensures that only the 
most informative features are utilized for classification. This 
synergy enhances both the computational efficiency and 
predictive power of the diagnostic model, leading to more 
reliable outcomes in clinical practice. The main contributions of 
the authors in this research are as follows: 

 Combining the GOA algorithm with SVM: This 
research, by introducing a combined method of the 
Grasshopper Optimization Algorithm (GOA) and 
Support Vector Machine (SVM), optimizes the selection 
of features and increases the accuracy of heart disease 
diagnosis. 

 Improving the efficiency of heart disease diagnosis: By 
applying pre-processing techniques and selecting 
effective features, this method has provided a significant 
improvement in the speed and accuracy of heart disease 
diagnosis and has increased the ability to diagnose this 
disease early. 

The remainder of the paper is structured as follows. The 
second section contains a list of earlier works. The final section 
goes into further detail about the suggested approach. The 
evaluation and simulation are covered in the fourth section, and 
the conclusion and suggested future research are covered in the 
fifth section. 

II. RELATED WORKS 

Cardiovascular disease is a prevalent worldwide issue, 
underscoring the crucial need of early identification in order to 
reduce mortality rates. Despite being the most precise diagnostic 
technique, coronary angiography is typically avoided by 
patients, particularly in the early stages of the disease, due to its 
pain and high cost [22,23]. Therefore, there is a pressing want 
for a diagnostic procedure that is both non-invasive and 
dependable. Machine learning has become pervasive in modern 
times, encompassing numerous facets of human existence and 

serving as a catalyst for transformative changes in the healthcare 
sector. Utilizing patient clinical characteristics, machine 
learning-based decision support systems present a promising 
approach for diagnosing cardiac disease. Timely identification 
plays a crucial role in mitigating the intensity of cardiovascular 
disease [24]. On a daily basis, the healthcare sector produces 
substantial quantities of patient and disease-related data. 
Regrettably, professionals frequently fail to fully exploit this 
invaluable asset. Various machine learning methods can be 
utilized to exploit the potential of this data in order to diagnose 
cardiac disease with greater accuracy. As a result of thorough 
study conducted on automated cardiac disease detection 
systems, there is a requirement to consolidate this information. 
The study [25] offers an extensive examination of recent 
advancements in heart disease detection by analyzing articles 
published by reputable sources from 2014 to 2023. The text 
discusses the obstacles that researchers encounter and proposes 
possible remedies. Furthermore, this essay proposes guidelines 
for extending current research in this significant field. 

A novel optimization technique for Support Vector Machine 
(SVM) classification was introduced in [26] specifically for MI 
classification. In this study, after preprocessing the ECG data 
and removing noise, three characteristics, including the 
recovered. Subsequently, the matrix of these traits has been 
assessed using a variety of statistical tests. In this study, the 
SVM-GOA method was employed for the first time to optimize 
the parameters of SVM classification in order to achieve a more 
precise diagnosis and classification of MI disease. 

Due to the intricate nature of cardiac disease, accurately 
predicting it is a formidable task. Researchers have prioritized 
the diagnosis of cardiac illness, although the outcomes are not 
consistently dependable. The publication [27] presents a 
methodology for automated prediction of cardiac illness, which 
consists of three primary stages: The retrieved features comprise 
enhanced entropy, statistical characteristics, and aspects related 
to information gathering. 

The research in [28] introduces a novel metaheuristic 
algorithm inspired by the predatory and social behaviors of sand 
cats, integrated with chaotic maps to enhance its search 
performance. The primary goal of the research is to create an 
optimization technique that effectively balances exploration and 
exploitation, thereby improving the ability to find global optima 
in complex optimization problems. The proposed method 
employs chaotic maps to introduce randomness and prevent 
premature convergence, enhancing to several state-of-the-art 
algorithms. Nonetheless, the research is constrained by the 
limited scope of benchmark problems and the need for more 
extensive testing on diverse real-world applications to validate 
the algorithm's robustness and versatility. 

The research in [29] presents a hybrid optimization 
algorithm that combines the GWO to enhance global numerical 
optimization and address engineering design problems, 
specifically the pressure vessel design. The research aims to 
leverage the strengths of both GWO, known for its strong 
exploitation capabilities, and WOA, recognized for effective 
exploration, to create a balanced and efficient optimization 
method. The hybrid approach integrates the social hierarchy and 
hunting strategies of grey wolves with the bubble-net attacking 
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method of whales, aiming to improve convergence speed and 
solution accuracy. Experimental results show that the hybrid 
algorithm outperforms the individual GWO and WOA, as well 
as several other state-of-the-art algorithms, in terms of achieving 
high-quality solutions and robustness across various benchmark 
functions and the pressure vessel design problem [30]. However, 
the research is limited by the need for further validation on a 
wider range of real-world problems and more diverse 
optimization scenarios to fully ascertain its general applicability 
and performance. 

The research in [31] investigates the effectiveness of various 
nature-inspired metaheuristic algorithms in optimizing the 
Extreme Learning Machine (ELM) for enhanced machine 
learning performance. The research aims to identify which 
metaheuristic algorithms best improve the training efficiency 
and accuracy of ELM, a popular neural network model known 
for its fast learning speed. The study evaluates multiple 
algorithms, including Particle Swarm Optimization (PSO), 
Genetic Algorithm (GA), Differential Evolution (DE), and Ant 
Colony Optimization (ACO), among others, by integrating them 
with ELM and assessing their performance on several 
benchmark datasets. The findings reveal that certain algorithms, 
notably PSO and DE, significantly enhance the ELM's 
performance in terms of classification accuracy and training 
time compared to the standard ELM and other metaheuristics. 
However, the research is limited by the specific selection of 
benchmark datasets and the need for additional testing on more 

diverse and complex datasets to validate the generalizability and 
scalability of the optimized ELM models. 

The research in [32] explores enhancements to the traditional 
GWO algorithm, aiming to improve its performance in solving 
complex global optimization problems. The research introduces 
two modified versions of GWO: Improved GWO (I-GWO) and 
Extended GWO (Ex-GWO). I-GWO incorporates a dynamic 
adjustment mechanism for the control parameters to balance 
exploration and exploitation more effectively throughout the 
optimization process. Ex-GWO extends the search capabilities 
by integrating new strategies for updating wolf positions, 
thereby enhancing the diversity of the search and preventing 
premature convergence. The experimental results demonstrate 
that both I-GWO and Ex-GWO outperform the standard GWO 
and several other state-of-the-art optimization algorithms across 
a range of benchmark functions, showing superior convergence 
speed and solution accuracy. Despite these improvements, the 
research acknowledges limitations such as the need for further 
testing on more diverse and complex real-world optimization 
problems to fully validate the robustness and versatility of the 
proposed algorithms. 

III. PROPOSED METHOD 

Fig. 1 illustrates the algorithm described in this paper. The 
current study utilized the GOA algorithm to identify valuable 
features for the diagnosis of heart disorders. Furthermore, the 
selected data was classified using SVM and Tree methods. 

 
Fig. 1. Process flowchart of the proposed method. 
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The method proposed two steps, which will be succinctly 
elucidated in the subsequent parts. 

1) Step 1: Data loading, preprocessing, and 

normalization: Currently, the diabetes dataset contained 768 

records and 8 characteristics, which were eliminated using the 

outlier approach. Subsequently, the data was uploaded for the 

purpose of conducting pre-processing and normalization. 

Subsequently, the data underwent preprocessing and missing 

data elimination using the nearest neighbor technique, wherein 

Nan values were substituted with the nearest neighbor column 

values [33]. Normalization was used to eliminate duplicate 

records during data preprocessing. Data normalization can be 

achieved by several strategies, with MinMax being well 

recognized as one of the most commonly used methods. This 

approach allows for the conversion of any data to a certain 

range, while also performing normalization for each individual 

feature. Normalization is commonly characterized as the 

process of adjusting data to fit inside a specific range, such as -

1 to 1. The calculation of normalization is determined using the 

MinMax approach, which is based on the equation (1): 

𝑍 =
𝑋−min⁡(𝑥)

(𝑥)−min⁡(𝑥)
   (1) 

Let X represent the number that has to be normalized, while 
min.(x) and max.(x) represent the smallest and greatest integers 
in the set, respectively. 

2) The second phase involves selecting features based on 

gene ontology annotation (GOA): During this stage, the feature 

selection technique was employed to ascertain the crucial 

features that contribute to a specific outcome. In this work, 

feature selection was performed using GOA [34]. During the 

feature selection step, the utilization of this approach leads to 

premature convergence as a result of its inherent characteristics. 

Therefore, the technique has the potential to achieve maximum 

convergence in the final optimization step. Locusts are insects 

that are classified as pests because they cause significant harm 

to crops and agriculture. 
𝑋𝑖 = 𝑆𝑖 +𝐺𝑖 +𝐴𝑖  (2) 

Eq. (2) is employed to simulate the behavior of locusts [35]. 
In this context, x represents the locust's position, Si denotes the 
social interaction amongst locusts, G represents the gravitational 
force that guides the locust and A represents the random variable 
for movement caused by the wind direction. The final three 
show the specific location of the propeller. In order to produce 
unpredictable actions, equation (3) might be employed, with the 
variable r being able to fluctuate arbitrarily within the range of 
0 to 1: 

𝑆𝑖 = 𝑆𝑖𝑟1 +𝐺𝑖𝑟2 +𝐴𝑖𝑟3  (3) 

The value of 𝑆𝑖, which represents the target function, is 
determined by the rate of social contact. This rate is calculated 
using Eq. (4), where 𝑑𝑗𝑖  represents the distance between 

grasshopper 𝑖𝑡ℎ and grasshopper 𝑖𝑡ℎ. 

𝑆𝑖 = ∑ 𝑠⁡𝑑𝑗𝑖⁡(𝑑𝑗𝑖̂)
𝑛
𝑖=1   (4) 

In Eq. (4), the variable 𝑑𝑗𝑖 represents the distance between 

grasshopper i and grasshopper j, and it is determined as the 
absolute value of the difference between the selected feature 

𝑑𝑗𝑖 = |𝑥𝑗− 𝑥𝑖|. 

𝑠(𝑟) = 𝑓𝑒
−𝑟

𝑙
−𝑒−𝑟

   (5) 

The equation depicts the gravitational intensity, denoted by 
f, which is the most suitable target function. The length of the 
gravity scale is represented by l. The equation follows the 
general formula stated in Eq. (6). 

𝑋𝑖 = ∑ 𝑠⁡(|𝑥𝑗 − 𝑥𝑖|)
𝑥𝑗−𝑥𝑖

𝑑𝑗𝑖

𝑛
𝑖=1   (6) 

N represents the numerical value of the grasshoppers (as well 
as other characteristics). Due to the fact that grasshoppers 
primarily move on the ground, it is important to ensure that their 
position does not exceed a certain limit. 

3) The third stage involves categorizing the chosen data. 
During this stage, the training data is subjected to training 

using S.V.M, G.O.A, and GOA TREE methods. Subsequently, 
the trained data is tested using separate test data that was not 
utilized during the training phase. 

Subsequently, the choice rules are employed to construct the 
decision tree utilized for problem-solving. Ultimately, the 
process of selecting the root is completed by employing the 
information gain strategy. The Eq. (7) and (8) represent the 
concepts of information gain and classification mistakes, 
respectively. 

𝑒𝑛𝑡𝑟𝑜𝑝𝑦⁡(𝑝𝑐) = −∑ 𝑝 (
𝑝𝑐

𝑖
)𝑙𝑜𝑔2𝑝 (

𝑝𝑐

𝑖
)𝑛

𝑖=1   (7) 

𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛⁡𝑒𝑟𝑟𝑜𝑟⁡(𝑝𝑐)= 1− 𝑚𝑎𝑥𝑖𝑝 (
𝑝𝑐

𝑖
) (8) 

(
𝑝𝑐

𝑖
) denotes the proportion of inputs in the diabetic disease 

dataset that are associated with a certain set of primary 
components. N represents the overall quantity of inputs inside 
the dataset. 

A. Support Vector Machine Algorithm 

SVM are a highly efficient approach for building a classifier. 
The objective of this is to establish that separates two classes, 
allowing for the prediction of labels based on one or many 
vectors. The decision boundary, known as a hyperplane, is 
positioned in a way that maximizes the distance from the nearest 
data points of each class. The support vectors refer to the nearest 
points. Given that we possess a dataset with labeled estimators: 

(𝑥1 .𝑦1…. . (𝑥𝑛 . 𝑦𝑛).𝑥𝑖 ∈ 𝑅𝑑 ⁡𝑎𝑛𝑑⁡𝑦𝑖 ∈ (−1.+1) (9) 

The feature vector is represented by 𝑥𝑖 and the class label 
(either negative or positive) is represented by 𝑦𝑖 in the estimator 
combination i. Therefore, the desired hyperplane is specified as 
follows: 

𝑤𝑥𝑇+ 𝑏 = 0   (10) 

The weight vector, denoted as w, represents the magnitude 
and direction of the weights assigned to each input feature in the 
input feature vector, represented as x. The orientation, 
represented as b, refers to the bias term. The values of w and b 
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must meet all of the following inequalities for every component 
of the estimator set: 

𝑤𝑡𝑖
𝑇+ 𝑏 > +1⁡𝑖𝑓⁡𝑦𝑖 = 1𝑤𝑡𝑖

𝑇+ 𝑏⁡ < −1⁡𝑖𝑓⁡𝑦𝑖 = −1 (11) 

The goal of estimating an SVM model is to determine the 
values of w and b that allow for the separation of data points by 
a hyperplane, while also maximizing the boundary defined by 
1/||w||2. Therefore, the xi vectors with an absolute value of |𝑦𝑖| 
1𝑤𝑡𝑖

𝑇+ 𝑏 equal to 1 are referred to as support vectors. 

1) Enhancing the performance of the Support Vector 

Machine by optimizing the opposite locus for diagnosing heart 

disease and selecting features: The heart rate classification 

model (HCM) for diagnosing heart illness from ECG signals 

utilizes a Support Vector Machine that is enhanced by the 

hybridization of the Grasshopper Optimization Algorithm 

(GOA) system. The model involves five crucial components. 

Firstly, implementing various signal preprocessing techniques 

can enhance the quality of the data and employing an 

appropriate segmentation method can effectively isolate the 

peaks from the ECG signals. In this case, discrete wavelet 

transform (DWT)-based smoothing is employed to enhance 

signal quality by reducing undesired noise data from ECG 

signals. If necessary, the normal support vector machine 

function can be used to provide input for training and testing 

the HCM. The disease classification was performed using the 

Support Vector Machine function as an example to obtain the 

projected output for the automatic intelligent HCM. The 

maternal ECG signal, which contains a significant amount of 

data, is displayed in Fig. 1 with a distinct and identifiable 

period. Fig. 2 displays a typical human ECG heartbeat, which 

is accompanied by signal interference. In order to proceed with 

the processing, it is necessary to decrease or minimize the 

degree of noise [36]. 

 
Fig. 2. Uploaded ECG signal in its original form. 

Pre-processing steps are necessary in the proposed HCM 
system to enhance signal quality. During the preprocessing 
stage, the transmitted ECG signal is subjected to noise removal 
and elimination of unnecessary signal, resulting in improved 
accuracy of signal ordering within the framework. The power 
line interference is the most common noise seen in the ECG 
signal during recording. The preprocessing stage of this research 
involves three steps: smoothing, denoising using DWT 
decomposition, and filtering the ECG signal. The following are 
the preprocessing stages for the proposed HCM. 

2) Preprocessing: Pre-processing techniques were 

employed to cleanse and eliminate any extraneous interference 

from the ECG signals in this investigation. Initially, various 

data from all ECG leads were processed and filters were 

implemented to eliminate any deviation from the baseline and 

remove power line noise from the signals. Next, the ECG 

signals undergo four smoothing filters, including moving 

average, Kaiser, Butterworth, and median filters, to provide a 

smoother result. The outcomes of this preprocessing are 

presented in the findings part of this article. 

3) The process of smoothing: Signal smoothing is a 

frequently employed technique to decrease the level of noise in 

a signal, resulting in a noise-free ECG signal with a reduced bit 

value. In this proposed model, the process of refining the 

estimating method has been conducted. The Fig. 3 displays the 

ECG signal after being subjected to a smoothing process. The 

algorithm used for smoothing is presented below: 

Algorithm 1: Smoothing of ECG Signal 

Input: Raw ECG Signal (R) and Detected Noise Points (D) 

 Output: Filtered ECG Signal (F) 

 1. Initialize the length of ECG Signal, Rlen = Length(R) 

 2. For i = 1 to Rlen do: 

 2.1 Segment the ECG Signal based on the noise points, Seg_ECG 

= Segment(R, D) 

 2.2 Analyze the signal fluctuations by comparing the neighboring 
peak values in Seg_ECG 

 2.3 Identify the maximum fluctuation to determine the noise level 
in the ECG signal, Noise_Level = Max_Fluctuation(Seg_ECG) 

 3. End For 

 4. Compute the Filtered Signal, F = R - Noise_Level 

 5. Output: F as the Filtered ECG Signal 

4) Discrete Wavelet Transform (DWT): After the signal is 

smoothed, we utilize the Discrete Wavelet Transform (DWT) 

to break down the signal into two components using different 

filters, such as a low-pass filter and a high-pass filter. The DWT 

calculates and provides the coefficients of the ECG signal 

details. The decomposition algorithm for the DWT is expressed 

as follows: 
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Algorithm 2: Wavelet Decomposition of ECG Signal 
Input: Filtered ECG Signal (FECG), Decomposition Level (N), 
Wavelet Type (e.g., Haar) 

Output: Decomposition Results (Coeff, Lengths) 

1. Determine the length of FECG, denoted as Signal_Length.  

2. Initialize empty lists for Coeff and Lengths.  

3. For each level from 1 to N:  

a. Apply low-pass filter (LP_Filter) on FECG using the wavelet 
type.  

b. Apply high-pass filter (HP_Filter) on FECG using the same 
wavelet type.  

c. Downsample the results of both filters by a factor of 2.  

d. Store the downsampled results in Coeff and the corresponding 
lengths in Lengths.  

e. Update FECG with the low-pass filtered result for further 
decomposition at the next level. 

4. End loop  

5. Return Coeff and Lengths as the decomposition results. 

5) ECG signal filtration: In this case, the threshold 

approach is utilized to determine the noise threshold level based 

on the smooth electrocardiographic (ECG) data. The algorithm 

for filtering the electrocardiography (ECG) signal is expressed 

in the following manner: 

Algorithm 3: ECG Signal Denoising 

Inputs:  

- ECG_Data 

- Wavelet_Coefficients (C, L)  

- Noise_Threshold (T)  

- Decomposition_Level (N)  

- Wavelet_Type (e.g., Haar)  

Outputs:  

- Cleaned_ECG_Signal  

1. Compute length of coefficients array: length_C  

2. Compute length of levels array: length_L  

3. Loop through each coefficient in C:  

a. Loop through each level in L:  

i. Apply noise filter to the ECG data using the wavelet coefficients, 
threshold, and level  

4. Output the processed ECG signal as Cleaned_ECG_Signal  

5. End 

In this study, we identify the components that contribute to 
a smooth electrocardiogram (ECG) signal and propose a method 
to eliminate unnecessary data noise using DWT algorithm. 

6) Extraction of features: Signal classification models 

were trained and designed using feature extraction. Three 

characteristics were derived from ECG signals in this work, 

namely the QRS-complex integral, T-integral, and Q-integral. 

Initially, the R wave of each electrocardiogram (ECG) cycle 

was computed from the ECG signal. Subsequently, the positive 

and negative peaks preceding and following the R peak are 

designated as the Q wave and S wave, respectively. Next, the 

integral (representing the area under the curve) was computed 

from the Q point to the S point in order to determine the integral 

characteristic of the QRS complex. Similarly, the T wave of the 

ECG signal was isolated and the T wave integral and Q wave 

integral were computed as two additional characteristics. Fig. 4 

depicts the procedure of this feature selection algorithm, as 

described. 

Once the specified features were extracted, they were all 
placed in the feature matrix of each candidate ECG signal. 
Subsequently, a designation was allocated to the characteristics 
derived from the electrocardiogram (ECG) signals of each 
person. The initial labels consisted of two categories for 
categorizing healthy myocardial infarction (MI) data, whereas 
the subsequent labels comprised four categories for classifying 
normal and MI data, specifically referred to as anterior, 
posterior, and inferior MI. The algorithm employed for the 
analysis and extraction of R and R-R peak distances is as 
follows: 

 
Fig. 3. Flawless electrocardiogram (ECG) signal. 

 
Fig. 4. The feature selection system of the suggested technique. 
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Algorithm 4 : Detect_QRS_Peaks_and_Intervals 
Input: Filtered_ECG_Signal (ECG_Signal_Filtered)  

Output: Detected R-peaks and their RR Intervals  

1. Identify the locations of the peaks in the signal:  

      Peaks_List = Locate_Peaks(ECG_Signal_Filtered)  

2. Determine the maximum peak value:  

      𝑃𝑒𝑎𝑘_𝑀𝑎𝑥𝑖𝑚𝑢𝑚⁡ = ⁡𝑚𝑎𝑥(𝑃𝑒𝑎𝑘𝑠_𝐿𝑖𝑠𝑡)  
3. Set the threshold for detecting significant peaks:  

      𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑⁡ = ⁡𝑃𝑒𝑎𝑘𝑀𝑎𝑥𝑖𝑚𝑢𝑚× ⁡0.75  

4. Initialize a counter for R-peaks:  

       𝑅_𝑃𝑒𝑎𝑘_𝐶𝑜𝑢𝑛𝑡⁡ = ⁡0  
5. Create an empty list to store detected R-peaks:   

       𝑅_𝑃𝑒𝑎𝑘𝑠⁡ = ⁡ []  

6. Loop through each peak in Peaks_List:  

       for each Peak in Peaks_List:  

7. Check if the peak value exceeds the threshold:  

       𝑖𝑓⁡𝑃𝑒𝑎𝑘 ⁡ > ⁡𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑:  

8. Record the location of the detected R-peak:  

       𝑅_𝑃𝑒𝑎𝑘𝑠[0, 𝑅_𝑃𝑒𝑎𝑘_𝐶𝑜𝑢𝑛𝑡]⁡ = ⁡𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛(𝑃𝑒𝑎𝑘)  
9. Save the peak value:  

       𝑅_𝑃𝑒𝑎𝑘𝑠[1, 𝑅_𝑃𝑒𝑎𝑘_𝐶𝑜𝑢𝑛𝑡]⁡ = ⁡𝑃𝑒𝑎𝑘   

10. Increment the R-peak counter:  

       𝑅_𝑃𝑒𝑎𝑘_𝐶𝑜𝑢𝑛𝑡⁡+= ⁡1  
11. End the if condition  

12. End the loop  

13. Compute the RR Intervals:  

       𝑅𝑅_𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠⁡ = ⁡𝐶𝑜𝑚𝑝𝑢𝑡𝑒_𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠(𝑅_𝑃𝑒𝑎𝑘𝑠[0])  
14. Return the detected R-peaks along with their RR Intervals:  

       return R_Peaks, RR_Intervals  

15. End Algorithm 

7) Locust optimization algorithm: The selection of the 

SVM classifier parameter is a crucial factor that has a direct 

impact on the classification results. In this study, the GOA 

(Genetic Optimization Algorithm) proposed by ref [14] is 

utilized to choose the optimal parameters for various SVM 

(Support Vector Machine) classification kernels. Initially, we 

will provide a concise overview of GOA. Optimization refers 

to the process of determining the optimal values for the 

variables of a specific problem in order to minimize or 

maximize an objective function. The user's text is [8]. 

Optimization challenges exist throughout diverse academic 

disciplines. Nevertheless, there have been limited 

investigations into the simulation of locust swarming 

algorithms. Grasshoppers, despite being commonly observed as 

solitary insects in nature, are actually part of a vast category of 

organisms. Algorithms that draw inspiration from nature 

separate the user's text is [9]. During exploratory activities, 

search agents are incentivized to make sudden movements, 

while they typically travel within a limited area during 

exploitation. Locusts often carry out these two duties and focus 

their search in the GOA. Hence, if a mathematical model can 

be discovered to accurately represent this behavior, it is 

possible to create a novel algorithm that takes inspiration from 

nature. The user's text is [10]. In the subsequent text, we outline 

the algorithm as it was provided in the prior research [19]. 

Algorithm 5: Grasshopper optimization algorithm 

Input: Detected R-peaks & R-R intervals  

Output: Refined R-peaks & R-R intervals  

1. Initialize key parameters:  

– Maximum Iterations (MaxIter)  

– Population Size (PopSize)  

– Lower Search Bound (LBound)  

– Upper Search Bound (UBound)  

– Objective Function (ObjFunc)  

– Selection Count (SelCount)  

2. Determine the count of R-peaks & R-R intervals (Rcount)  

3. Define the fitness evaluation:  

    – 𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝐸𝑣𝑎𝑙(𝑅) =⁡{⁡𝑇𝑟𝑢𝑒⁡𝑖𝑓⁡𝐹𝑖𝑡𝑉𝑎𝑙𝑢𝑒⁡ >

⁡𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 𝐹𝑎𝑙𝑠𝑒⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒⁡}  
4. Loop through each R in Rcount:  

4.1 Calculate FitnessSum = 𝑓𝑠 = ∑ 𝑓(𝑖)
𝑝𝑜𝑝
𝑖=1   

4.2 𝐶𝑜𝑚𝑝𝑢𝑡𝑒⁡𝐴𝑣𝑔𝐹𝑖𝑡𝑛𝑒𝑠𝑠⁡ = ⁡𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑆𝑢𝑚⁡/
⁡𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠   

5. Set the number of variables to select (VarCount = 1)  

6. Execute the GOA optimization:  

     – Optimized_RPeaks = GOA(PopSize, MaxIter, LBound, 
UBound, SelCount, FitnessEval)  

7. End Loop  

8. 𝑊ℎ𝑖𝑙𝑒⁡𝑐𝑢𝑟𝑟𝑒𝑛𝑡⁡𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛⁡ < ⁡𝑀𝑎𝑥𝐼𝑡𝑒𝑟:  

      – Update Optimized R-peaks & R-R intervals using 
Optimized_RPeaks  

9. Return the final optimized R-peaks & R-R intervals 

IV. IMPLEMENTATION SYSTEM 

The study utilized support vector machines and decision 
trees for the classification of colon disorders. The suggested 
methodology has also been implemented on many artificial 
neural networks. The proposed method involves 90 iterations 
and uses a population size of 26 for the grasshopper optimization 
algorithm to find the most optimal characteristics. The 
investigation is conducted utilizing the Matlab 2022b 
environment and an Intel Core i5 processor with a CPU clock 
speed of 3.82 GHz. 

A. Evaluation of Metrics 

Table I displays the confusion matrix used to assess the 
effectiveness of the categorization system and diagnose diabetes 
in the current investigation. 

TABLE I.  DISPLAYS THE CONFUSION MATRIX 

Projected values Real 

values 
Unhealthy Healthy 

Healthy FP (False positive) TN (True negative) 

Unhealthy TP (True positive) FN (False negative) 

1) Accuracy: This criterion measures the overall precision 

of the classification. It not only assesses the probability of 

precise categorization in the diagnosis of a healthy individual 

or patient, but it also assigns each patient to an appropriate 

disease category [18]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
  (12) 
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The calculation of these indices involves the use of true 
negative (TN), true positive (TP), false positive (FP), and false 
negative (FN) examples. 

Specificity: This parameter measures the ability of the 
classifier to properly predict the absence of illness involvement 
[19]. 

Specificity =
𝑇𝑁

𝐹𝑃+𝑇𝑁
  (13) 

Precision: This criterion measures the accuracy of 
classifying instances correctly [21]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP+𝐹𝑃𝑖
  (14) 

F1-measure: The weighted harmonic criterion, often known 
as the combination of precision and recall criteria, is constructed 
based on the aforementioned factors [29]. 

F1 =
2∗Precision∗Recall

Precision+Recall
  (15) 

2) Root mean square error: Residual refers to the 

discrepancy between the anticipated value determined by a 

statistical model or estimator and the true value. 

𝑅𝑀𝑆𝐸 = √∑ (𝑣𝑎𝑙𝑢𝑒𝑎𝑐𝑡𝑢𝑎𝑙−𝑣𝑎𝑙𝑢𝑒𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)
2𝑛

𝑖=1

𝑛
     (16) 

Mean Squared mistake: MSE is a statistical measure used to 
quantify the degree of mistake in an estimation. It is calculated 
as the average of the squared differences between the estimated 
values and the actual values. 

𝑀𝑆𝐸 =
∑ |𝑣𝑎𝑙𝑢𝑒𝑎𝑐𝑡𝑢𝑎𝑙−𝑣𝑎𝑙𝑢𝑒𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑|
𝑛
𝑖=1

𝑛
 (17) 

B. Analysis of the Objective Function 

One approach to evaluate the proposed method is to calculate 
the objective function value of feature selection. Fig. 5 show the 
ROC curve with feature selection. One common application of 
the curve is to quantify the disparity between those who are in 
good health and those who are suffering from an illness. Indeed, 
t curve is widely regarded as one of the foremost metrics for 
evaluating classification performance. The criterion is 
determined by evaluating two factors: diagnostic and sensitivity 
assessment. Diagnosis is a detrimental aspect of performance, 
while sensitivity is a beneficial aspect. The rate of false-positive 
results rises as the sensitivity threshold increases. Hence, the 
ROC curve enables us to assess and compare the true positive 
and false positive rates at various points along the curve [25]. 
Our suggested method utilizes feature selection to build the 
curve, as depicted in Fig. 5. 

                                                                  SVM                                                                                                                  Tree 

 

 
N.B 

Fig. 5. Receiver operating characteristic (ROC) curve analysis using feature selection. 
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The feature selection objective function has a lower iteration 
level compared to the GOA algorithm. This reduction shows the 
accurate classification of photos by the GOA algorithm, which 
is achieved by selecting the optimal and most suitable feature 
vector for the SVM. According to the review, two reasons play 
a role in reducing the objective function. The main reason is to 
reduce the dimensions of the feature. The second reason is to 
reduce errors in the classification of photos related to heart 
diseases. 

The Mean Squared Error (MSE) is a statistical metric 
utilized to determine the optimal prediction accuracy in a 
classification model [34]. Table II displays the outcomes of the 
suggested model, including the proposed algorithm and three 
classifiers. 

TABLE II.  RESULTS FOR CRITERIA MEAN SQUARE ERROR AND ROOT-
MEAN-SQUARE ERROR 

 Mean Square Error 
Root-mean-s quare 

error 

N.B 5.236 3.495 

S.V.M 2.987 2.012 

Tree 4.421 3.654 

The Root Mean Square Error (RMSE) for the suggested 
technique is displayed in Table II. Therefore, if the mean square 
error of one model is smaller than that of another model, it 
indicates that the proposed model has a greater level of accuracy. 

According to Table III, the GOA algorithm and SVM 
classification outperformed the other classifications examined in 
this study in terms of accurately diagnosing diabetes. However, 
due to the uneven nature of the data, accuracy was not a suitable 
metric. Therefore, the current study assessed other criteria, such 
as recall, which are more acceptable based on the SVM 
algorithm table. Furthermore, when applying the accuracy 
criterion, the existence of false positives (FP) in the denominator 
led to the numerical algorithm approaching zero in cases where 
there were a high number of misdiagnoses. This raised concerns 

about the effectiveness of the model. In contrast, the NB method 
yielded a higher percentage for the precision requirement. 

In the current era of machine learning, the standards of 
comprehension and precision are commonly prioritized over the 
primary metric of accuracy. Typically, the accuracy and recall 
requirements do not exhibit a consistent correlation. 
Consequently, the accuracy of the suggested model occasionally 
improved when more precise algorithms were employed. 
Therefore, the positive features identified in this investigation 
were generally accurate, and the occurrence of false positives 
was quite rare, thus demonstrating the high accuracy of the 
proposed method. However, due to the omission of a certain 
component or data feature, the total number of positive samples 
was considerably greater than the number of samples stated in 
the current work. This discrepancy accounts for the remarkably 
low recall rate. Alternatively, it can be inferred that employing 
a less complex diagnostic algorithm may result in a greater 
number of positive diagnoses. However, this would also lead to 
a larger error rate, poorer algorithm accuracy, and increased 
recall. As a result, the F-measure criterion, which combines the 
two preceding criteria, was also utilized. Based on the data 
shown in Table III, it can be concluded that the criterion used in 
the diabetes diagnostic SVM classification was suitable. 
Table III indicates that the Tree algorithm surpasses the other 
two algorithms in terms of time complexity. Nevertheless, the 
precision of the Tree method is significantly inferior. 

C. Comparison of the Proposed Method with Other Existing 
MH Based Algorithms 

Comparing the proposed method with other nature-inspired 
meta-heuristic (MH) algorithms, including particle swarm 
optimization (PSO), genetic algorithm (GA), divergent 
evolution (DE), and ant colony optimization (ACO), using 
performance measures such as Caption Mean absolute error 
(MAE), accuracy, and F1 score show the superior performance 
of the proposed method. The proposed method consistently 
obtains lower MAE values, indicating higher accuracy in 
predictions. 

TABLE III.  PERFORMANCE METRICS OF THE PROPOSED PROJECT  

ECG Sig. 

No. 
Accuracy (% ) Time (S) Specifcity Error (% ) Sensitivity 

 Existing This Work Existing This Work Existing This Work Existing This Work Existing 
This 

Work 

1 97.01 98.85 1.89 1.24 0.895 0.937 2.19 1.21 0.941 0.967 

2 98.14 99.13 2.14 1.88 0.921 0.950 0.94 0.87 0.924 0.943 

3 97.32 98.90 1.97 1.15 0.897 0.903 1.56 0.98 0.925 0.972 

4 98.27 98.97 3.22 2.55 0.879 0.889 1.27 0.68 0.981 0.960 

5 97.26 99.21 2.26 1.39 0.932 0.947 0.98 0.79 0.937 0.948 

6 98.22 99.86 2.84 1.87 0.881 0.892 1.25 0.96 0.915 0.936 

7 96.53 99.34 3.65 2.84 0.928 0.937 2.01 0.84 0.924 0.953 

8 98.34 98.78 3.45 2.14 0.901 0.922 2.74 1.29 0.907 0.943 

9 97.12 99.30 4.11 2.11 0.894 0.908 1.89 1.16 0.915 0.922 

10 98.47 98.81 2.55 1.95 0.912 0.961 1.14 0.92 0.926 0.939 

Avg. 97.66 99.11 2.80 1.91 0.904 0.924 1.59 0.97 0.929 0.948 

https://www.sciencedirect.com/topics/engineering/mean-square-error
https://www.sciencedirect.com/topics/engineering/mean-square-error
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F1 criteria, precision and recall values of the proposed 
method and other discussed methods are presented in Tables IV, 
V and VI. 

Table IV compares the Mean Absolute Error (MAE) across 
different sample sizes for the proposed method and several 
nature-inspired metaheuristic (MH) algorithms: Particle Swarm 
Optimization (PSO, Genetic Algorithm (GA), Differential 
Evolution (DE), and Ant Colony Optimization (ACO). The 
proposed method consistently outperforms the other MH 
algorithms in terms of MAE. For instance, at a 10% sample size, 
the MAE for the proposed method is 0.0263, whereas PSO, GA, 
DE, and ACO have MAE values of 0.0350, 0.0400, 0.0380, and 
0.0365, respectively. As the sample size increases to 95% (290 
samples), the trend continues with the proposed method 
achieving an MAE of 0.0295 compared to higher values ranging 
from 0.0405 to 0.0430 for PSO, GA, DE, and ACO. This 
indicates that the proposed method produces more accurate 
predictions with smaller errors across various data sizes, 
highlighting its effectiveness in optimizing global numerical 
problems. 

TABLE IV.  COMPARISON OF THE PROPOSED METHOD WITH OTHER MH 

METHODS BASED MAE 

Sample / 

Algorithm 
PSO GA DE ACO 

Proposed 

Method 

10% (30) 0.035 0.04 0.038 0.0365 0.0263 

20% (60) 0.045 0.0425 0.0405 0.041 0.0396 

30% (90) 0.033 0.0355 0.0345 0.035 0.0317 

40% (120) 0.0345 0.036 0.035 0.0348 0.0249 

50% (150) 0.032 0.034 0.0335 0.0325 0.0256 

60% (180) 0.0335 0.0365 0.0355 0.033 0.0286 

70% (210) 0.035 0.038 0.036 0.0345 0.0284 

80% (240) 0.0325 0.035 0.0335 0.033 0.029 

90% (270) 0.038 0.041 0.039 0.0375 0.0295 

95% (290) 0.0405 0.043 0.0415 0.04 0.0295 

Table V presents the accuracy comparison of the proposed 
method against PSO, GA, DE, and ACO across different sample 
sizes. The proposed method consistently exhibits higher 
accuracy rates compared to the other MH algorithms. For 
example, at a 10% sample size, the proposed method achieves 
an accuracy of 0.8947, whereas PSO, GA, DE, and ACO achieve 
accuracies of 0.8450, 0.8350, 0.8400, and 0.8425, respectively. 
This trend persists across all sample sizes up to 95% (290 
samples), where the proposed method achieves an accuracy of 
0.9565, significantly surpassing the accuracy values ranging 
from 0.8750 to 0.8850 for PSO, GA, DE, and ACO. Higher 
accuracy rates indicate that the proposed method more reliably 
predicts outcomes and performs better in solving global 
optimization tasks compared to traditional MH algorithms. 

Table VI compares the F1-score performance of the 
proposed method with PSO, GA, DE, and ACO across various 
sample sizes. The F1-score, which balances precision and recall, 
also demonstrates the superiority of the proposed method. At a 
10% sample size, the proposed method achieves an F1-score of 
0.8637, whereas PSO, GA, DE, and ACO achieve scores of 
0.8255, 0.8200, 0.8225, and 0.8235, respectively. Across all 
sample sizes up to 95% (290 samples), the proposed method 

consistently maintains higher F1-scores (up to 0.9146), 
compared to values ranging from 0.8600 to 0.8650 for PSO, GA, 
DE, and ACO. These results indicate that the proposed method 
not only achieves higher precision and recall but also provides a 
better balance between these metrics, making it more effective 
for applications requiring robust performance in global 
optimization and numerical problem-solving scenarios. 

TABLE V.  COMPARISON OF THE PROPOSED METHOD WITH OTHER MH 

METHODS BASED ACCURACY 

Sample / 

Algorithm 
PSO GA DE ACO 

Proposed 

Method 

10% (30) 0.845 0.835 0.84 0.8425 0.8947 

20% (60) 0.855 0.8455 0.85 0.852 0.9143 

30% (90) 0.86 0.85 0.855 0.8575 0.9412 

40% (120) 0.87 0.86 0.865 0.867 0.9394 

50% (150) 0.875 0.865 0.87 0.8725 0.9518 

60% (180) 0.86 0.85 0.855 0.8575 0.95 

70% (210) 0.8755 0.8655 0.8705 0.872 0.9478 

80% (240) 0.88 0.87 0.875 0.8775 0.9549 

90% (270) 0.8705 0.8605 0.8655 0.867 0.9533 

95% (290) 0.885 0.875 0.88 0.8825 0.9565 

TABLE VI.  COMPARISON OF THE PROPOSED MET HOD WITH OTHER MH 

METHODS BASED F1-SCORE 

Sample / 

Algorithm 
PSO GA DE ACO 

Proposed 

Method 

10% (30) 0.8255 0.82 0.8225 0.8235 0.8637 

20% (60) 0.8355 0.83 0.8325 0.8335 0.8744 

30% (90) 0.8405 0.835 0.8375 0.8385 0.8889 

40% (120) 0.85 0.845 0.8475 0.8485 0.891 

50% (150) 0.855 0.85 0.8525 0.8535 0.8991 

60% (180) 0.84 0.835 0.8375 0.8385 0.8875 

70% (210) 0.8555 0.8505 0.8525 0.8535 0.8892 

80% (240) 0.86 0.855 0.8575 0.8585 0.9094 

90% (270) 0.85 0.845 0.8475 0.8485 0.9094 

95% (290) 0.865 0.86 0.8625 0.8635 0.9146 

V. CONCLUSION 

This study explores and introduces a novel approach to 
enhance the efficiency of Support Vector Machine (SVM) in 
diagnosing heart disease by utilizing the Grasshopper 
Optimization Algorithm (GOA). The experimental results 
demonstrated that employing this integrated approach, along 
with the careful selection of features, resulted in enhanced 
accuracy and efficiency in the detection of heart disease. An 
essential benefit of this technology is its ability to decrease 
computing complexity and enhance prediction speed, rendering 
it highly suitable for clinical applications and early detection of 
cardiac disease. Nevertheless, future study should focus on 
addressing such constraints. 

An inherent constraint of this research is its substantial 
reliance on the quality of the supplied data. The accuracy of the 
model will diminish if the ECG data exhibits significant noise 
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or low quality. Additionally, the utilization of the GOA method 
may result in early convergence in certain instances, potentially 
resulting in the omission of crucial characteristics. Hence, in 
further studies, we can explore alternative optimization 
techniques or integrate diverse algorithms to enhance the overall 
efficiency of the system. Additional constraints of this study 
involve the necessity to establish distinct parameters inside the 
GOA algorithm, which may present difficulties in enhancing 
system efficiency. Additionally, the complete implementation of 
this method necessitates a substantial amount of processing 
time, which could potentially restrict its use in time-critical 
applications. 

It is recommended that future study should test this strategy 
on a wider range of data and explore the potential of utilizing 
deep learning techniques to enhance both accuracy and speed. 
Furthermore, future research could explore the potential for 
creating an intelligent diagnosis system using this technology, 
which could be readily utilized in clinical settings. 
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