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Abstract—Diabetes, a chronic illness, has seen an increase in 

prevalence over the years, posing several health challenges. This 

study aims to predict diabetes onset using the Pima Indians 

Diabetes dataset. We implemented several machine learning 

algorithms, namely Random Forest, Gradient Boosting, 

XGBoost, LightGBM, and CatBoost. To enhance model 

performance, we applied a variety of feature engineering 

techniques, including SelectKBest, Recursive Feature 

Elimination (RFE), Recursive Feature Elimination with Cross-

Validation (RFECV), Forward Feature Selection, and Backward 

Feature Elimination. RFECV proved to be the most effective 

method, leading to the selection of the best feature set. In 

addition, hyperparameter tuning techniques are used to 

determine the optimal parameters for the models created. Upon 

training these models with the optimized parameters, XGBoost 

outperformed the others with an accuracy of 94%, while 

Random Forest and CatBoost both achieved 92.5%. These results 

highlight XGBoost's superior predictive power and the 

significance of thorough feature engineering and model tuning in 

diabetes prediction. 
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I. INTRODUCTION 

The World Health Organization considers diabetes one of 
the world’s leading causes of death. Diabetes mellitus is a 
metabolic disorder of the endocrine system in which the blood 
glucose levels remain high for longer than necessary, causing 
hyperglycemia. The majority of diabetes cases are type 2 
diabetes. The symptoms of diabetes include frequent urination, 
excessive thirst, extreme fatigue, etc. 

The proportion of individuals with diabetes has been 
increasing more rapidly than can be accounted for by a rapidly 
increasing population. The World Health Organization has 
predicted that diabetes will be the leading cause of disease 
burden in the world by 2030. Such reporting is important but 
still almost undoubtedly an underestimate of the total impact of 
diabetes since there are very many children in whom the 
diagnosis is not made, in whom there may be a very early onset 
of complications, and whose death is not reported as 'diabetic'. 

Youth-onset type 2 diabetes will also provide a 
considerable burden to some populations, especially 
indigenous peoples. Many obese individuals already have the 
insulin resistance that promises eventual diabetes. A third of 
the American adult population is thought to have the insulin 
resistance syndrome. Individuals of Asian and African origin, 

as well as indigenous peoples, have an increased risk of 
diabetic complications, at least in part independent of the 
greater weight for height. Since even impaired fasting glucose 
has been reported to be associated with an increased 
independent risk of cardiovascular disease, such reports 
demonstrate the threat and the value of strategies to prevent or 
delay the onset of metabolic syndrome. With outcome metrics 
such as the development of retinopathy and cardiovascular 
events, a diagnosis may only come in time to prevent a 
diagnosis of type 2 diabetes 

It is associated that diabetes is very long and gradually 
exerts its unwanted effects on all the body parts. It remains in 
the individual's body for a long time and then develops heart 
disease, chronic meningitis, hypertension, blindness, stroke, 
erectile dysfunction, nerve damage (neuropathy), among other 
things. The population growth, relocating from rural to urban 
areas, interacting with bestial food habits, lack of exercise, 
stress, and lifestyle changes in people of all ages also 
contribute to the development of diabetes. 

Diabetes is now recognized as a global health problem. It 
creates a huge impact on people and countries around the 
world. The importance of diabetes lies in the fact that it 
increases a person's likelihood of having a stroke by 1.5 times. 
It is predicted that if the rising incidence of diabetes is not 
reversed, the overall death rate from diabetes and heart disease 
will also rise. 

Machine learning (ML) in healthcare is used to diagnose 
diseases, create personalized treatment plans, and predict 
hospital readmissions [1], [2], [3]. It can also detect which 
patients are at high risk of developing diabetes, long before it 
occurs. There are also many other related problems in the 
medical field such as disease diagnosis, hospital readmission, 
personalized treatment, and patient hope. However, the main 
goal of this study is to establish how basic, everyday habits 
affect the early detection of diabetes [4]. 

At the moment, prediabetes and diabetes are diagnosed 
through massive blood tests (glucose, insulin, and so on) that 
only patients with symptoms undergo.  The main advantages of 
predicting diabetes using machine learning are: once the 
algorithm is implemented, everybody can use it and the test can 
be done whenever one wants; it is cheap; it allows everyone to 
know if they are at risk of developing diabetes months/years in 
advance, and take action; it saves the time and resources of 
doctors and hospitals to spend on the real ill patients. 
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Machine learning (ML) in healthcare is used to diagnose 
diseases, create personalized treatment plans, and predict 
hospital readmissions. It can also detect which patients are at 
high risk of developing diabetes, long before it occurs. There 
are also many other related problems in the medical field such 
as disease diagnosis, hospital readmission, personalized 
treatment, and patient hope. However, the main goal of this 
study is to establish how basic, everyday habits affect the early 
detection of diabetes. 

The remainder of this study is organized as follows: Section 
II covers previous research and related studies. Section III 
details the methodology, including the various algorithms 
employed, steps taken to prepare the dataset, techniques for 
creating and refining features, and the process of optimizing 
the parameters. Section IV presents the results and a thorough 
discussion of the findings. Finally, Section VI provides a 

conclusion summarizing the key insights and implications of 
this work. 

II. RELATED WORK 

This section provides a detailed overview of related work in 
the field of diabetes prediction using machine learning 
techniques in particular. 

A recent study [5] proposed an ensemble-based approach 
for predicting diabetes using the Pima Indian Diabetes Dataset. 
It evaluated LightGBM, XGBoost, AdaBoost, and Random 
Forest, finding that LightGBM alone achieved an accuracy of 
94% and a ROC AUC of 95%. By introducing a Soft Voting 
classifier, the combined model's accuracy increased to 95% 
with a ROC AUC of 96%, demonstrating the potential of 
ensemble methods to improve prediction reliability. 

TABLE I.  RELATED WORK COMPARISON 

Reference ML algorithms Highest Accuracy 

[3] 
Logistic Regression, Decision Tree, Random Forest, k-Nearest Neighbors, Naive Bayes, Support Vector 

Machine, Gradient Boosting, and Neural Network 
78,57% 

[5] LightGBM, XGBoost, AdaBoost and Random Forest 93% 

[6] 
decision tree (DT), logistic regression (LR), support vector machine (SVM), gradient boost (GB), extreme 
gradient boost (XGBoost), random forest (RF), and ensemble technique (ET) 

93,27% 

[7] Ensemble learning, XGBoost, CatBoost, LightGBM, AdaBoost, gradient boost 92,85% 

[8] 

Random forest classifier (RF), logistic regression (LR), decision tree classifier (DT), support vector machine 

(SVM), Bayesian Classifier (BC) or Naive Bayes Classifier (NB), Bagging Classifier (BG), Stacking 
Classifier (ST), Moderated Ada-Boost(AB) Classifier, K Neighbors Classifier (KN) and Artificial Neural 

Network (ANN) 

90,95% 

[9] ET, RF, SGB, AB 93.63% 

[10] decision tree, SVM, Random Forest, Logistic Regression, KNN, and various ensemble techniques. 81% 

Our study Random Forest, Gradient Boosting, XGBoost, LightGBM, and CatBoost. 94% 

Numerous studies have explored the use of machine 
learning algorithms for predicting diabetes. The study in [6] 
employed a range of classification algorithms, including 
Logistic Regression, Decision Trees, and Support Vector 
Machines, to predict diabetes onset using the Pima Indians 
Diabetes dataset. Their research highlighted the effectiveness 
of Support Vector Machines in achieving high accuracy. 

Further investigation [7] focused on the application of 
ensemble methods for diabetes prediction. They compared the 
performance of Bagging, Boosting, and Stacking techniques, 
demonstrating that ensemble methods generally outperformed 
single classifiers. Specifically, their results indicated that 
Boosting algorithms, particularly XGBoost, provided superior 
predictive performance. 

Feature selection and engineering play a critical role in 
improving model accuracy. The study [8] implemented 
Recursive Feature Elimination (RFE) and Principal Component 
Analysis (PCA) to enhance their machine learning models. 
They concluded that RFE, in combination with Gradient 
Boosting Machines, yielded the best results, emphasizing the 
importance of selecting relevant features. 

The use of deep learning approaches has also been 
investigated [11], [12], [13], [14]. In study [15] authors 
proposed a deep neural network model for diabetes prediction, 
achieving remarkable accuracy. Their work demonstrated that 

deep learning models could capture complex patterns in the 
data, albeit at the cost of increased computational resources and 
the need for larger datasets. 

Additionally, researches [9], [16] introduced the concept of 
hybrid models that combine multiple machine learning 
techniques to improve prediction accuracy. They developed a 
hybrid model integrating Random Forest and Neural Networks, 
which surpassed the performance of traditional models. 

Recent advancements in explainable AI have also been 
applied to diabetes prediction. For instance, [10], [17] utilized 
SHapley Additive exPlanations (SHAP) to interpret the 
predictions of their machine learning models. This approach 
provided insights into the importance of different features, 
enhancing the transparency and trustworthiness of the 
predictive models. 

In earlier studies, different feature selection and 
classification have been proposed to optimize the classifier 
model for 12 different classifiers over Pima Indians Diabetes 
Database from the UCI machine learning website [18], [19], 
[20]. The work was done on Pima Indians Diabetes Database in 
order to predict diabetes using different Data Mining 
algorithms. The main feature selection methods are 
Correlation, Wrappers, and Principal Components. Wrapper 
was the most successful feature selection method in obtaining a 
small data subset optimizing the classifier. Besides the feature 
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selection, a metaheuristic algorithm was used to optimize the 
classifier to fit the classifier model by using a small training 
data subset. Random Forest (RF) with 28 input features 
produced high accuracy (98.08%), sensitivity (94.6), and 
specificity (99.3). The study in [21], [22], dataset with six input 
attributes was tested using six different classifiers. Decision 
Trees (DT) and J48 classifiers gave the best results on both 10 
× 10 cross-validation (CV) or independent test sets, resulting in 
78.33% accuracy, 77.38% and 88.33% accuracy, 87.84%, 
respectively. These works have partially been compared with 
the work. 

Research indicates that type 2 diabetes [23], [24], [25] is 
treatable and preventable through making lifestyle changes 
such as weight loss, improved diet, and increasing physical 
activity. Regular monitoring, at-home blood glucose testing, 
and A1C levels are pivotal for identifying high risk for diabetes 
and type 2 diabetes early on. However, individuals are 
experiencing continuous increases in weight and obesity 
because of the rising trends of high-calorie diets and sedentary 
lifestyles. 

This trend could reach a breaking point for the healthcare 
system if our understanding of the factors leading to type 2 
diabetes risk remains incomplete. Machine learning techniques, 
such as classification, regression, clustering, anomaly 
detection, and pattern recognition, are developed to make 
accurate predictions from data. Specifically, the current health 

status of pre-diabetic patients is used to assess potential for 
diabetes diagnoses. 

By understanding how certain factors of lifestyle change 
can influence diabetes diagnoses, pre-diabetics may be able to 
take steps to avoid the implications of diabetes. With the 
implementation of machine learning algorithms and healthcare 
data, healthcare providers would benefit from a tool capable of 
early diagnosing patients who possess the highest risk of 
developing type 2 diabetes and cardiovascular diseases while 
developing personalized and cost-effective intervention 
strategies for pre-diabetics [26], [27], [28]. 

Overall, the related work in this field underscores the 
continuous evolution of machine learning techniques for 
diabetes prediction. The integration of advanced feature 
engineering, ensemble methods, and deep learning has 
significantly improved predictive accuracy, paving the way for 
more effective and reliable diabetes prediction models. 

III. METHODS AND EVALUATION 

In this study, the methodology used is divided into several 
key components: data collection and preprocessing, data 
analysis techniques, feature engineering, hyperparameter 
tuning and performance evaluation metrics. Each component is 
discussed in detail to provide a comprehensive understanding 
of the research process. Fig. 1 depicts the overall process 
workflow for this experimental study. 

 
Fig. 1. Experimental workflow. 

A. Data Collection and Preprocessing 

To implement the predictive models in this study, an open-
access diabetes dataset was utilized. This dataset, obtained 
from Kaggle, includes various medical predictor variables and 
a target variable. It comprises records of 768 patients. All 
patients are females of Pima Indian heritage, aged at least 21 
years. Among them, 34.9% have diabetes, while 65.1% do not, 
as depicted in Fig. 2. Detailed attribute information is provided 
in Table II. 

Data preprocessing is essential for all machine learning 
(ML) applications because the effectiveness of an ML 
algorithm depends significantly on how well the dataset is 
prepared and structured. This step ensures the data is tailored to 
meet the specific needs of the chosen algorithm. For the 
diabetes dataset, we employed several preprocessing 
techniques during this initial phase: 

TABLE II.  DATASET FEATURE’S INFORMATION 

Attribute Description 

1- Pregnancies Count of pregnancies 

2- Glucose Plasma glucose levels 

3- BloodPressure Diastolic blood pressure (mm Hg) 

4- SkinThickness Triceps skin fold thickness (mm) 

5- Insulin 2-Hour serum insulin (mu U/ml) 

6- BMI Body mass index 

7- DiabetesPedigreeFunction Diabetes pedigree function 

8- Age Age (years) 

9- Outcome 1 = diabetic, 0 = non diabetic 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 8, 2024 

174 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2. Distribution of diabetes. 

 Data Cleaning: We removed missing or null values, 
cleaned up noisy data, and detected and eliminated 
outliers. 

 Outlier Handling: To enhance the robustness of our 
model, we used the "Replace with Thresholds IQR" 
method. This technique involves substituting extreme 
values with thresholds derived from the Interquartile 
Range (IQR), which helps create a more resilient and 
reliable model. 

 Scaling and Normalization: We scaled and normalized 
the data to ensure that no single feature 
disproportionately influences the model due to differing 
scales. 

 Handling Imbalanced Data: To prevent bias and ensure 
the model is not unduly influenced by the prevalence of 
a particular class, we applied the Synthetic Minority 
Oversampling Technique (SMOTE) as described in 
Table III. This technique generates a balanced dataset 
by synthesizing instances of the minority class, thereby 
improving the predictive accuracy for that class. 

Throughout the study, we utilized various Python libraries, 
including NumPy, Pandas, Seaborn, Matplotlib, and Scikit-
learn, for both exploratory data analysis (EDA) and data 
visualization. These tools helped us thoroughly analyze and 
prepare the data, setting a solid foundation for building 
effective predictive models. 

TABLE III.  RESULT OF THE SMOTE TECHNIQUE 

 
Diabetes 

Yes No 

Before SMOTE 268 500 

After SMOTE 500 500 

B. Machine Learning Algorithms 

Among the existing algorithms of machine learning [29], 
[30], we used in this study Random Forest, Gradient Boosting, 
XGBoost, LightGBM, and CatBoost. These algorithms were 
selected for their robustness and versatility in handling various 
types of data and predictive modeling tasks. Random Forest is 
known for its simplicity and effectiveness in reducing 

overfitting through ensemble learning. Gradient Boosting 
improves predictive accuracy by iteratively minimizing errors. 
XGBoost, an optimized version of Gradient Boosting, 
enhances performance and computational efficiency. 
LightGBM, designed for speed and scalability, handles large 
datasets and high-dimensional data efficiently. CatBoost is 
particularly effective with categorical data and requires 
minimal preprocessing. By leveraging the strengths of these 
algorithms, we aimed to achieve a comprehensive analysis and 
robust predictive performance for our study. 

Random Forest is an ensemble learning algorithm that 
constructs multiple decision trees during training and outputs 
the class that is the mode of the classes (classification) or mean 
prediction (regression) of the individual trees.  It is robust to 
overfitting due to the averaging of multiple trees, handles large 
datasets effectively, and can manage missing data and maintain 
accuracy for large portions of the data. 

Gradient Boosting is an iterative algorithm that builds a 
model in a stage-wise fashion from weak learners, typically 
decision trees. Each new model attempts to correct the errors of 
the previous one by minimizing a loss function. This approach 
results in high predictive accuracy, making it suitable for 
various machine learning tasks, although it can be 
computationally intensive and sensitive to overfitting without 
proper regularization. 

XGBoost (Extreme Gradient Boosting) is an optimized 
version of Gradient Boosting designed for performance and 
speed. It incorporates advanced features like regularization to 
prevent overfitting, parallel processing, and efficient handling 
of missing data. XGBoost is known for its scalability and 
effectiveness in both regression and classification problems, 
making it a popular choice in competitive machine learning. 

LightGBM (Light Gradient Boosting Machine) is a 
gradient boosting framework that uses tree-based learning 
algorithms. It is designed for efficiency and scalability, making 
it well-suited for large datasets with high-dimensional features. 
LightGBM achieves faster training speed and higher efficiency 
by using a histogram-based approach and leaf-wise tree 
growth, which leads to better accuracy. 

CatBoost (Categorical Boosting) is a gradient boosting 
algorithm specifically designed to handle categorical data with 
minimal preprocessing. It automatically deals with categorical 
features and reduces overfitting through techniques like 
ordered boosting and efficient oblivious tree structures. 
CatBoost is robust, accurate, and user-friendly, making it ideal 
for applications where categorical data is prevalent. 

C. Feature Engineering 

Feature engineering plays a role, in the realm of machine 
learning. It involves the creation, adjustment and selection of 
features from data to boost the performance of predictive 
models. This process encompasses methods like normalization 
encoding variables and crafting features based on domain 
expertise. Skillful feature engineering can notably improve the 
precision and effectiveness of machine learning models by 
equipping them with valuable input data. It often necessitates 
testing and a profound comprehension of both the dataset and 

34.90%

65.10%

Diabetes No Diabetes
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the core issue to identify features that aptly capture the patterns 
and connections, for accurate forecasts. 

In this study various techniques are used to enhance 
machine learning models such as SelectKBest, Recursive 
Feature Elimination (RFE), Recursive feature elimination with 
cross-validation (RFECV), Forward Feature Selection, 
Backward Feature Elimination. Fig. 3-7 represents the results 
of features used in this study. 

SelectKBest is a feature selection method that selects the 
top k features from a dataset based on a scoring function. We 
used the chi2 function with SelectKBest which is based on the 
chi-squared statistical test, which measures the independence 
of each feature with respect to the target variable. Higher chi-
squared values indicate a stronger relationship between the 
feature and the target. By using SelectKBest with chi2, we 
reduced the dimensionality of the dataset by keeping only the 
most relevant features, potentially improving the performance 
of the machine learning models employed. By using 
SelectKBest and chi2 function we find that all features give 
over 91% accuracy, and the highest score of 92.2% goes to 
Random Forest Classifier. 

 

Fig. 3. Accuracy result using SelectKBest. 

Recursive Feature Elimination (RFE) is a feature selection 
technique in machine learning that iteratively removes the least 
important features from the dataset. Starting with all features, 
RFE fits a model and evaluates the importance of each feature. 
The least important feature is then removed, and the model is 
re-fit on the remaining features. This process continues until 
the desired number of features is reached. By systematically 
eliminating features, RFE helps in identifying the most relevant 
subset, improving model performance and reducing overfitting 
by eliminating noise and irrelevant data. 

Recursive Feature Elimination with Cross-Validation 
(RFECV) is an enhanced feature selection technique that 
combines Recursive Feature Elimination (RFE) with cross-
validation to select the optimal number of features. RFECV 
iteratively removes the least important features while 
simultaneously evaluating model performance using cross-
validation at each iteration. This approach ensures that the 

feature selection process is guided by model accuracy, helping 
to identify the subset of features that yields the best predictive 
performance. By incorporating cross-validation, RFECV 
provides a more robust and reliable method for feature 
selection, reducing the risk of overfitting and improving the 
generalizability of the model. 

 
Fig. 4. Accuracy result using RFE. 

 
Fig. 5. Accuracy result using RFECV. 

Forward Feature Selection is a feature selection technique 
in machine learning that starts with an empty model and 
iteratively adds the most significant features. At each step, the 
method evaluates all candidate features and adds the one that 
improves the model performance the most, based on a 
predefined criterion like accuracy or F1 score. This process 
continues until adding more features no longer significantly 
improves the model or a specified number of features is 
reached. Forward Feature Selection is effective for identifying 
a small, relevant subset of features, enhancing model 
interpretability and performance by including only the most 
impactful variables. 
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Fig. 6. Accuracy result using FORWARD. 

Backward Feature Elimination is a feature selection 
technique in machine learning that starts with all available 
features and iteratively removes the least significant ones. At 
each step, the model is trained, and the importance of each 
feature is evaluated based on a predefined criterion such as p-
values or model performance metrics. The least important 
feature is then removed, and the process is repeated until a 
specified number of features remains or further removal would 
degrade model performance. This method helps in simplifying 
the model by eliminating redundant or irrelevant features, 

improving interpretability and potentially enhancing predictive 
accuracy by reducing overfitting. 

By comparing the results obtained from the five feature 
selection techniques used in this study, as shown in the Fig. 8, 
we conclude that the RFECV (Recursive Feature Elimination 
with Cross-Validation) feature selection method provides the 
best results. The top three algorithms identified are Random 
Forest, CatBoost, and XGBoost. For the remainder of this 
study, we will rely on these three algorithms. 

 

Fig. 7. Accuracy result using BACKWARD. 

 

 

Fig. 8. Classifiers performance results. 

D. Hyperparameter Tuning 

The optimization of the hyperparameters of a machine 
learning model for optimizing the performance of a model is 
called hyperparameter tuning. Hyperparameters are different 

from model parameters because model parameters are learned 
during training while hyperparameters need to be set prior to 
the training process and influence different attributes of the 
learning process (learning rate, regularization strength, number 
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of layers in a neural network). Hyperparameter tuning is the 
process of finding the best selection of hyperparameters for a 
model which is typically done by systematically searching the 
space of hyperparameter values in a methodical manner. Some 
common methods of hyperparameter tuning for machine 
learning are grid search, random search, and Bayesian 
optimization. Model performance can be greatly improved by 
properly tuning the hyperparameters through achieving the 
ideal settings which enable the learning process to efficiently 
learn patterns in the data and avoid overfitting. 

In this study, we utilize the GridSearchCV technique to 
determine the optimal parameters for our three models: 
Random Forest, CatBoost, and XGBoost. This method ensures 
that our models are fine-tuned for maximum accuracy and 
robustness. The results obtained from this parameter 
optimization process are presented in the accompanying Table 
IV, highlighting the best parameter settings for each model and 
their corresponding performance metrics. 

TABLE IV.  BEST PARAMETER SETTINGS FOR EACH MODEL 

 Parameter 

Random 
Forest 

{bootstrap= False, ccp_alpha= 0, criterion= 'gini', max_depth= 

None, max_features= 'sqrt', n_estimators= 100, n_jobs= -1, 

verbose=0, random_state= 42} 

XGBoost 
{gamma= 0.1, learning_rate= 0.1, max_depth= 7, n_estimators= 
200, reg_alpha= 0, reg_lambda= 0.001, verbose=0} 

CatBoost 

{bootstrap_type= 'Bernoulli', depth= 8, grow_policy= 

'SymmetricTree', iterations= 200, l2_leaf_reg= 1, learning_rate= 
0.1, verbose=0} 

E. Performance Evaluation Metrics 

Performance evaluation metrics are crucial tools in machine 
learning for assessing the effectiveness of predictive models. 
These metrics provide quantitative measures to evaluate how 
well a model performs on a given task. Common metrics 
include accuracy, precision, recall, F1-score, etc. 

ACC =  
TP+TN

TP+TN+FP+FN
  (1)

PREC =
TP

TP+FP
         (2) 

𝑅𝐸𝐶 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                    (3) 

F-Measure = 2 ∗
𝑃𝑅𝐸𝐶∗𝑅𝐸𝐶

𝑃𝑅𝐸𝐶+𝑅𝐸𝐶
                   (4) 

IV. RESULTS AND DISCUSSION 

The Pima Indians Diabetes dataset served as the foundation 
for this study, aiming to predict the onset of diabetes. This 
dataset includes several medical predictor variables and one 
target variable, which indicates whether or not the patient has 
diabetes. To enhance the predictive power of our machine 
learning models, we implemented a variety of feature 
engineering techniques. 

We tested five machine learning algorithms: Random 
Forest, Gradient Boosting, XGBoost, LightGBM, and 
CatBoost. These algorithms were chosen for their robust 
performance in classification tasks. To optimize the input 
features for these models, we employed several feature 
engineering techniques, namely SelectKBest, Recursive 
Feature Elimination (RFE), Recursive Feature Elimination with 
Cross-Validation (RFECV), Forward Feature Selection, and 
Backward Feature Elimination. 

Among these techniques, RFECV provided the most 
significant improvement in terms of accuracy and other 
performance metrics. RFECV methodically eliminates less 
important features while incorporating cross-validation to 
prevent overfitting. This approach identified the optimal set of 
features, which were then used to train our models. 

Focusing on the top three algorithms identified by 
RFECV—Random Forest, CatBoost, and XGBoost—we used 
GridSearchCV to determine the optimal parameters for each 
model. This method involves an exhaustive search over 
specified parameter values to find the best combination that 
maximizes model performance. 

Once the models were trained with these optimized 
parameters, we compared their performance Fig. 9 and Fig. 10. 
XGBoost emerged as the top-performing model, achieving an 
impressive accuracy score of 94%. In comparison, both 
Random Forest and CatBoost achieved accuracy scores of 
92.5%. The superior performance of XGBoost can be 
attributed to its advanced tree boosting techniques and 
regularization methods, which help in managing data 
complexity and avoiding overfitting. 

 
Fig. 9. Confusion matrix results. 
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Fig. 10. Accuracy comparison of the models. 

Comparing our findings with the most recent researches in 
the same field and used same the dataset, the feature 
engineering and hyperparameter tuning applied on our 
selective models, got the highest accuracy rate, Table I 
represent the comparison of different studies with ours. 

In summary, the application of RFECV for feature 
selection and GridSearchCV for parameter optimization 
significantly enhanced the performance of our models. 
XGBoost, with its sophisticated boosting algorithms, proved to 
be the most effective model for predicting the onset of diabetes 
using the Pima Indians Diabetes dataset. Future work could 
explore additional data preprocessing steps and the inclusion of 
more complex models to further improve predictive accuracy. 

V. COMPARISON WITH OTHER STUDIES 

When examining the latest studies utilizing the Pima 
Indians Diabetes dataset, it's evident that our approach to 
feature engineering and model optimization has set a new 
benchmark in predictive accuracy. 

Therefore, by leveraging RFECV for feature selection, we 
were able to identify the most relevant features and reduce 
noise in the dataset, leading to significant improvements in 
model performance. The subsequent application of 
GridSearchCV for hyperparameter tuning further optimized 
our models, ensuring that we achieved the best possible 
configuration for predictive accuracy. The integration of these 
techniques enabled our top-performing model, XGBoost, to 
reach an accuracy of 94%, surpassing the results of the 
aforementioned studies. 

Our study not only highlights the importance of rigorous 
feature engineering and parameter optimization but also 
demonstrates the potential of advanced ensemble methods in 
predictive analytics. The substantial gains in accuracy 
underline the effectiveness of our approach compared to other 
contemporary methodologies. Table I provides a detailed 

comparison, showcasing the advancements our study brings to 
the field. 

VI. CONCLUSION 

This research focused on predicting the onset of diabetes 
using the Pima Indians Diabetes dataset. By applying various 
machine learning algorithms and feature engineering 
techniques, we aimed to identify the most effective model for 
this task. Among the algorithms tested — Random Forest, 
Gradient Boosting, XGBoost, LightGBM, and CatBoost —
XGBoost demonstrated superior performance. 

We employed several features engineering methods, 
including SelectKBest, Recursive Feature Elimination (RFE), 
Recursive Feature Elimination with Cross-Validation 
(RFECV), Forward Feature Selection, and Backward Feature 
Elimination, to refine our models. RFECV stood out as the 
most successful approach, yielding the best results in terms of 
accuracy and other metrics. Consequently, we concentrated on 
the top three algorithms identified by RFECV: Random Forest, 
CatBoost, and XGBoost. To further optimize these models, we 
utilized GridSearchCV to find the best parameter settings. 
After training the models with these optimized parameters, 
XGBoost achieved an accuracy score of 94%, outperforming 
Random Forest and CatBoost, which both scored 92.5%. 

In summary, this study highlights the efficacy of XGBoost 
in predicting diabetes, this is due to its advanced boosting 
techniques and robust regularization methods. The importance 
of comprehensive feature engineering and parameter tuning 
was also underscored. Future research could explore additional 
preprocessing steps and incorporate more complex models to 
enhance predictive accuracy further. 
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