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Abstract—Natural Language Processing (NLP) leverages 

Artificial Intelligence (AI) to enable computer programs to 

understand and generate human language. ChatGPT has recently 

become popular in assignment accomplishment. This project aims 

to develop and improve an interactive PDF chat application using 

OpenAI's language model (LLM), specifically GPT-3.5, integrated 

with Streamlit and LangChain frameworks to assist in learning 

process. The application enhances user interaction with 

documents by providing real-time text extraction, summarization, 

translation, and user-defined question-answering to increase 

learning opportunities. Key features include obtaining document 

summaries, multilingual support for improved accessibility, and a 

document preview section with features such as zoom, rotation, 

and download. Although it currently faces limitations in handling 

image-rich PDFs, future enhancements include better image 

rendering, conversation history, and query download features. 

Overall, this interactive chatbot model aims to streamline 

document interaction, making information retrieval efficient 

and user-friendly. 
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I. INTRODUCTION 

Natural language processing (NLP) is a study that 
implements artificial intelligence (AI) technology to enable 
computer programs to understand human language. NLP 
consists of two categories: natural language understanding 
(NLU), which refers to the process of reading and interpreting 
natural language, and natural language generation (NLG), which 
refers to the process of writing and generating natural language. 
With these two categories, NLP integrates deep learning models, 
machine learning, and computational linguistics to process 
human language. Before processing natural language, texts are 
preprocessed to clean and prepare data for classification. As 
texts are found to contain noise and uninformative pieces, text 
preprocessing plays an essential role before NLP to prevent 
interference in text analysis. Common text-preprocessing 
techniques are tokenization, normalization with stemming, 
lemmatization, and stop-word removal, and noise removal. 

As technology advances, NLP has gained widespread 
adoption in many applications, including speech recognition 
(speech-to-text), which is the conversion of speech into text 
data, and sentiment analysis, which refers to the act of 
computationally recognizing and classifying viewpoints stated 
in a text, particularly to ascertain the writer's stance (positive, 
negative, or neutral) about a certain subject. ChatGPT is widely 
used especially among students with efficiency in completing 
assignments yet challenging in plagiarism and integrity [1], [2]. 
ChatGPT also provides assistants to educators in preparing 
course materials and exercises [3] Besides education, ChatGPT 
also provides various opportunities such as research, 
entertainment, code generation, explanation, and comments, test 
cases, regular expression, documentation generation, code 
correction, merging, conversion, and styling, metaverse learning 
environment [2], [4], [5]. 

In this project, the OpenAI language model (LLM) is used 
in creating an interactive chat application for conversations with 
documents analysis. The application consists of functionalities 
to extract text, answer user-defined questions, provide 
translation, and preview documents. We wish to achieve real-
time clarification and explanation from the interactive document 
bot. It will act as a real-time support system where users can ask 
for instant clarifications or explanations for any issue they come 
across inside the text. This function speeds up learning or 
understanding by providing prompt answers to users' questions 
and removing the need for them to look for additional sources of 
information. Instant answers customized for each user's 
questions allow them to continue interacting with the material 
and ensure full comprehension of the uploaded document. 

The proposed project is to develop an interactive PDF chat 
program with the following features: text extraction, text 
translation, user-defined prompt question answering, and 
document viewing. Users will be able to upload document files, 
start a discussion, ask questions regarding the document, and get 
answers in real-time through the program. When the file is 
uploaded and read, a preview of it will be displayed for the user's 
reference. The material can be summarized, extracted, and 
translated. A feature that distinguishes our application from the 
existing market is that it facilitates multilingual response, 
ensuring that it can deliver information in a different language 
from the one in which it was asked. This feature improves 
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accessibility and comprehension by allowing users to receive 
replies in the language of their choice. The project will be 
constructed using Python, Streamlit, and OpenAI API, allowing 
users to access numerous document-related features and engage 
in conversational interactions with documents. By offering a 
fluid and engaging chat-based interface for document 
exploration and information retrieval, the program seeks to 
improve the user's experience when dealing with documents. 

This study is constructed in the following sections. Section II 
presents and compares existing algorithms in NLP and LLM. 
This is followed by methodology design including system 
design in Section III. The system implementation with 
screenshots is presented in Section IV. Section V discusses the 
system features. Lastly, Section VI concludes the study with 
limitation and future works. 

II. LITERATURE REVIEW 

A. Background of NLP and LLM 

Rapid improvement of technology, notably in natural 
language processing (NLP) and the development of 
sophisticated language models (LLMs), has created 
opportunities to revolutionize how people interact with textual 
content. Traditional document approaches, such as direct 
download of the PDF and reading it solely, often involve static 
reading, which requires external references for clarity or 
understanding. Furthermore, this study discusses the need for a 
more dynamic and user-centric approach by developing an 
interactive chat application that takes advantage of the 
capabilities of a language model, notably OpenAI's LLM. 

The language model (LLM) that is implemented in our 
system is OpenAI. Based on research on OpenAI’s LLMs, such 
as GPT-3 and ChatGPT, this LLM highly demonstrates its 
powerful abilities in natural language understanding (NLU), 
question answering, text summarization, and natural language 
generation (NLG). This empowers them to provide explanations 

and clear clarifications based on user-specific questions about 
their questions [6], [7]. 

Our application is to have a chatbot with an LLM basis that 
can help users inquire about PDF documents more conveniently. 
Research projects such as Chatbot as Language Learning 
Medium: An inquiry and an overview of Chatbot Technology 
show that interactive chat interfaces for exploring information 
within PDFs are achievable. These kinds of studies emphasize 
the importance of getting input on what the user wants to gain, 
the strategy of information retrieval from the user, and LLM 
response generation techniques for more effective 
conversational interaction. 

Without the existence of artificial intelligence, 
understanding and extracting meaningful information from 
portable document format (PDF) files can be challenging due to 
its differences in layout, text-embedding formats, and the option 
of having scanned documents. Therefore, there are several 
studies published recently that aim to explore techniques for text 
pre-processing, optical character recognition (OCR), and 
information retrieval algorithms from multiple PDF formats. 
These studies are paving the way for a more accurate and precise 
information extraction for LLM interaction. 

B. Comparison of LLM 

According to the Table I comparison, the GPT 3.5 and 
Claude LLM models are the LLMs that are more suitable for 
chat with PDFs [8], [9]. As for GPT 3.5, it is highly adaptable 
and may be used for almost any task. It is reasonably priced. In 
addition, application in personal and professional tasks has 
already begun and is rapidly expanding. Alternatively, this 
Claude LLM model can be used when the user’s prompts are in 
high volume, and the user wants to deliver the chat messages or 
prompts without utilizing workarounds. The prompt size offered 
is 100k tokens, which can fully accommodate roughly 75k 
words in a single prompt. 

TABLE I. COMPARISON OF DIFFERENT LANGUAGE MODELS BASED ON THE SPECIFICATIONS, PROS AND CONS 

Model GPT-3.5 Google PaLM [10] Claude v1 [11] Microsoft T5 [12] 

Parameters 175 Billion 540 Billion Unknown 11 Billion 

API Availability Yes Yes Yes Pending 

MMLU 70 - 75.6 47.7 

MT-Bench Score 7.94 6.4 7.9 3.04 

Tasks It Excels 

Summarization 

Question Answering 

Text Generation 

Summarization 

Question-Answering 
Text Generation 

Code Generation 

Language-specific tasks 

Custom Fine Tunes 

Translation 

Text Classification 

Pros 

Performs fairly well for a 

wide range of tasks. 

Custom fine-tunings are easy 
to create 

commercial use permitted 

Performs very well for a wide 

range of tasks 

Code Generation Capabilities 
Easy API Integration 

Commercial use permitted 

Largest token window 

support in one message (100k 
tokens, 75k words, 

approximately) 

Performs fairly well for wide 
range of tasks 

Allows both supervised and 
unsupervised fine-tuning. 

Multiple models available based on 

use case 

Cons 
Biases in Output Generation 

moderately expensive 

Risk of biased or inappropriate 

outputs 

Fails to generate very human-

like responses 

Commercial use not permitted. 

Getting access is cumbersome 

*Massive Multitask Language Understanding (MMLU) helps to evaluate the distortion between original and synthesized signal where it helps to qualify the performance and quality of synthesis systems. 

*MT-bench score refers to the performance measure that reflects a model’s ability to generate accurate and high-quality translations. 

*In order to test out the LLMs above, https://poe.com/ (Poe) is able to provide a similar interface to the ChatGPT and in this website we are able to chat with different LLMs. 
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Based on the comparison of different LLMs above, we 
decided to integrate a GPT 3.5 (OpenAI) API as the language 
model in our PDF Chat model. This is due to the fact that GPT-
3.5 can perform excellent data extraction from documents. It is 
good for text summarization, question answering, and text 
generation. Therefore, it is the perfect language model to use for 
a chatbot that is mainly a function for PDF summarisation. To 
further elaborate, when a user creates a query, the response given 
is perfectly structured information that has extracted the required 
text that the user queries from the PDF document. In addition, 
another advantage of GPT 3.5 is that it has a high level of 
customization, and therefore, the execution of complex 
workflows is available in our model. In summary, we decided to 
use GPT 3.5 to develop our interactive chatbot model that 
improves the user experience within PDFs. This study aims to 
increase the comprehension, accessibility and information for a 
wide range of users by combining real-time clarification, 
context-aware explanations, and NLP features such as 
translation and information extraction. 

III. METHODOLOGY 

A. Application of Algorithms / Libraries 

1) Streamlit: Streamlit is an open-source Python library that 

allows for the creation of graphic user interfaces for data 

science and machine learning projects. Given that little code is 

required, it is best for those who lack the front-end skills 

necessary to integrate their code into a web application. 

Although no front-end knowledge such as HTML, CSS and 

JavaScript is needed, Streamlit enables the integration to allow 

design flexibility of the application. However, there are not 

many choices available in Streamlit to customize the look and 

feel of the application. If a great level of application 

customization is required, it is recommended to use more 

versatile web frameworks [13], [14]. 

2) LangChain: LangChain is an open-source framework 

dedicated to developing applications with language models 

(LLM). These models are deep learning architectures trained on 

large datasets, equipped to answer user inquiries and create 

graphics in response to text-based prompts. A collection of 

tools and abstractions offered by LangChain are available to 

enhance the adaptability, accuracy, and relevance of the data 

produced by these models. The core component of LangChain 

is the LLM interface, which gives developers access to APIs in 

which they can connect to and query LLMs from their code [15]. 

3) OpenAI API: An application programming interface (API) 

is a mechanism that provides a set of specifications and 

protocols by which two software components can interact with 

one another. This agreement outlines the requests and replies 

used in communication between the client and the server. With 

the OpenAI API key, users can access a range of powerful AI 

models and resources offered by OpenAI. The functions 

include natural language processing (NLP), text generation, and 

language translation. 

B. System Flow Chart 

Fig. 1 shows the flow of the PDF chatbot operation design. 
The figure illustrates the process of how our ChatApp interacts 
with PDF documents to provide responses. This system begins 
with the user uploading any number of documents that are then 
read and split into chunks of text. Each chunk of text is 
converted into embeddings, which are vector representations 
that capture the semantic meaning of the text. The knowledge 
base consists of these embeddings, which are kept in a vector 
store. In addition, a user's question is transformed into an 
embedding and compared via a semantic search with the stored 
embeddings. A large language model (LLM) ranks and 
processes the pertinent fragments that the search pulls from the 
knowledge base to produce the final response, which is then sent 
back to the user. 

 
Fig. 1. PDF chatbot operation design. 
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IV. RESULTS AND DISCUSSION 

Fig. 2 illustrates the graphic user interface (GUI) when the 
application is first launched. On the left of the page is the file 
browser, where files can be uploaded and previewed; the right, 
the conversation with the PDF chatbot happens. A collapsible 
sidebar is equipped for file upload. When the cross (x) in the 
upper right corner is clicked, the section will collapse. When 
clicking the arrow (>) on the upper left corner of the page, the 
sidebar expands. 

In Fig. 3, a file browser is provided in the sidebar for the user 
to upload PDF documents. The “Browse File” button turns red 
when it is clicked and a file window will pop up for the user to 
select the desired file(s). Once the document is uploaded, a 
throbber will appear with the text “Processing” after the 
“Process” button is selected. Lastly, a “PDF Upload Completed” 
message will appear upon successful upload. Fig. 4 illustrates 
the document preview section. There are additional features 
regarding the document, including the page count, zoom-in and 

zoom out, rotation of the page, downloading, and printing of the 
document, along with the document settings. 

Fig. 5 shows a series of conversations initiated. The details 
are as follows: 

1) A greeting to the bot 

2) A general question about the document 

3) A question that is not related to the document 

4) A detailed question about the document 

Fig. 6 shows the PDF Chatbot function that receives and 
responds to questions in different languages. The screenshot 
includes languages of English, Chinese, and Malay. Fig. 7 shows 
the extraction of text, in which the questions prompted are about 
a particular chapter of the document. In addition, the question 
requested the answer in a particular language (Chinese and 
Korean in the example), which the PDF Chatbot provided 
accurate answers. In addition to that, PDF Chatbot allows the 
upload and preview of more than one document. Fig. 8 shows 
the PDF chatbot function of answering questions about two 
documents. 

    
Fig. 2. Graphic user interface of the PDF chatbot with collapsible sidebar. 

    

 
Fig. 3. PDF document processing. 

1 

2 

3 4 
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Fig. 4. PDF document review. 

 
Fig. 5. Conversation with PDF chatbot. 

 
Fig. 6. Prompting queries and obtaining answers in different languages. 
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Fig. 7. Text extraction and multilingual response. 

 

Fig. 8. Conversation with PDF chatbot regarding 2 documents. 

V. DISCUSSION 

According to the results mentioned above, we have 
successfully developed an interactive PDF Chatbot application 
specifically designed for document exploration and 
engagement. It is a technology stack that uses Python, Streamlit, 
and OpenAI API, enabling the easy integration of several 
conversational interactions and document-related features, 
guaranteeing a positive user experience. It can perform text 
extraction and summarization, allowing the user to obtain a 
summarised paragraph of the document. Additionally, the 
application offers a preview feature that displays the uploaded 
document, allowing users to refer to the context. Not only that, 
the chatbot is equipped with translation and multi-language 
support. It can enhance understanding and usability for a 
worldwide user base through translation and enabling users to 
communicate with the program in their choice language by 
handling inquiries and providing responses in languages 
different from the original document content. Lastly, a user-
friendly interface is created for the application so that users can 
seamlessly navigate through the various functionalities offered. 

VI. CONCLUSION 

The limitation of the application is that some PDF files that 
contain images cannot be displayed in the preview section. To 

address this, we aim to explore alternative programming 
approaches to better handle and render image-rich PDFs within 
the preview section. To better enhance the application function, 
we intend to incorporate a conversation history function into the 
interactive PDF Chatbot so that users may review their prior 
questions. Additionally, we plan to provide a download feature, 
which would enable customers to store a copy of their queries 
on their devices. Besides that, future works could also involve a 
group of users from different specialization to test run the system 
and evaluate the accuracy and performance of the Chatbot 
system. 
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