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Abstract—This paper deeply studies and discusses the 

application of image data mining technology based on the Deep-

Walk algorithm in automatic recognition and annotation of 

knowledge points in learning test questions. With the rapid 

development of educational informatization, how to effectively 

mine and label the knowledge points in learning test questions 

from image data has become an urgent problem to be solved. In 

this paper, we introduce a novel approach that integrates graph 

embedding technology with natural language processing 

techniques. Initially, we leverage the Deep-Walk algorithm to 

embed the knowledge points present in the test question images, 

effectively transforming the high-dimensional image data into a 

low-dimensional vector representation. This transformation 

meticulously preserves the intricate structural information while 

meticulously capturing the subtle semantic nuances embedded 

within the image data. Subsequently, we undertake a thorough 

semantic analysis of these vectors, seamlessly integrating natural 

language processing techniques, to facilitate automated 

recognition with unparalleled precision. This innovative 

methodology not only elevates the accuracy of knowledge point 

recognition to new heights but also achieves semantic annotation 

of these points, thereby furnishing richer, more insightful data 

support for subsequent intelligent education applications. 

Through experimental verification, the proposed method has 

achieved remarkable results on multiple data sets, which proves 

its feasibility and effectiveness in practical applications. 

Furthermore, this paper delves into the expansive potential 

applications of this methodology in the realm of image data 

mining, encompassing areas such as online education, intelligent 

tutoring systems, personalized learning frameworks, and 

numerous other domains. As we look ahead, we aim to refine the 

algorithm, enhance recognition accuracy, and uncover additional 

application scenarios, thereby contributing significantly to the 

intelligent evolution of the education sector. 

Keywords—Deep-walk; image data mining; study test questions; 

knowledge point recognition 

I. INTRODUCTION 

As human society progresses towards the era of intelligence, 
education in my country is undergoing a paradigm shift from 
traditional models to intelligent education. However, the 
pressing issue of imbalanced and inadequate education 
development persists. Recently, various government ministries 
and commissions have enacted a series of pertinent policies [1, 
2] to ensure and expedite this educational transformation. These 
policies aim to harness the power of artificial intelligence, big 
data, blockchain, and 5G technology to drive innovation and 
expedite the evolution of digital education. They strive to 

unlock the latent potential of digital education, explore novel 
governance approaches, and seize the opportunities presented 
by the digital revolution for future educational transformation. 
Additionally, these policies promote the utilization of 
information technology to innovate teaching methods, develop 
teaching aids that align with educational needs, and leverage 
artificial intelligence to provide teachers with comprehensive 
assistance in tasks such as resource sourcing, homework 
grading, and online question answering. Ultimately, the goal is 
to establish an intelligent, efficient, and comprehensive 
educational analysis system. 

In 2006, Hinton published an article titled "Reducing the 
dimension of data with neural networks" in "Science" magazine, 
which opened the prelude to the field of deep learning [3, 4]. 
Since then, research and applications based on deep learning 
have achieved great success in many fields, such as speech 
recognition, object visual recognition and target detection. In 
this disruptive wave of technology, the field of education has 
also been greatly impacted. Big data and artificial intelligence 
technologies can be applied to all stages of the field of 
education, providing support for new learning methods, 
improving teaching level and teaching quality, and improving 
Teaching efficiency and teaching effect, reducing the burden on 
teachers and students. A large number of intelligent education 
programs have been applied to actual education and teaching, 
enriching the forms of education and teaching at this stage. 
With the large-scale development of online education during 
the epidemic, this form of educational organization based on 
the Internet has further entered people's lives. Online education 
actively responds to the challenges brought by the global 
COVID-19 pandemic to the way education is organized, 
helping to minimize the impact of the epidemic on normal 
teaching order. At the same time, online education expands the 
supply of educational resources, reduces the differences in 
education levels in different regions, and further realizes 
educational equity [5, 6]. 

In the process of carrying out learning and evaluating 
learning, subject test questions play a vital role. By mining the 
deep hidden information in online test questions, it can help 
teachers and students build an intelligent learning environment 
and reduce the burden. For example, by analyzing the similarity 
of the hidden information in the test text, it can quickly locate 
the approximate question type; Using the hidden information of 
test text to build an intelligent question bank system, further 
realize a more intelligent and balanced automatic test paper 
generation model. Among them, the knowledge points labeling 
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of test questions is the basic work of building an intelligent 
question bank system. 

The labeling of knowledge points in test questions refers to 
the process of labeling the knowledge points used in answering 
test questions through a certain method. In teaching activities, 
knowledge points refer to the basic organizational units and 
transmission units that transmit teaching information, including 
concepts, definitions and theorems. A knowledge point is a 
general description of a certain concept, which usually exists as 
a goal that teachers and students want to achieve together. There 
are mainly five types of relationships between different 
knowledge points, namely, hierarchical relationship, dependent 
relationship, implication relationship, association relationship 
and dissociative relationship [7, 8]. Hierarchical relationship 
refers to the form that the upper layer contains the lower layer, 
and the lower layer belongs to the previous form. These 
knowledge points are interrelated and usually form a tree 
structure. According to the tree structure, different knowledge 
points can be described as a father-son relationship or a brother 
relationship. 

The traditional method of labeling knowledge points of test 
questions is mainly manual labeling. Usually, front-line 
teachers with rich teaching and research experience are used as 
labeling personnel to label knowledge points of test questions. 
However, artificial knowledge point labeling methods are 
highly subjective, usually have cognitive biases, and the 
accuracy is difficult to guarantee. Furthermore, manual labeling 
fails to leverage the full potential of labeled test question data 
efficiently, as incremental test question data continues to 
require time-consuming manual annotation, hindering the 
pursuit of more efficient solutions. Consequently, amidst the 
exponential growth of online test question resources, the costs 
associated with manual knowledge point labeling—both in 
terms of time and human resources—have skyrocketed, 
underscoring the pressing need for alternative approaches. 

With the application of artificial intelligence technology in 
various fields, some scholars use deep text mining technology 
to try to automatically label knowledge points and have 
achieved certain results. The method based on deep text mining 
can automatically learn and discover the potential features of 
test text from the test question data set and can label the 
appropriate knowledge points for the test questions according 
to the learned features. Therefore, it can better solve the 
problem of manual labeling costs caused by the explosive 
growth of online test question resources, and help automatically 
build an intelligent test bank system [9, 10]. 

Most of the existing knowledge point labeling methods of 
test questions are migrated from general text categorization 
methods. Test questions refer to a class of question texts used 
to test teaching effects. They have strong professionalism and 
certain structure and are different from texts in general fields. 
Therefore, methods in general fields cannot be simply 
transferred directly to knowledge point labeling field to 
complete labeling. Compared with the text in the general field, 
the test text contains more types of knowledge point labels, the 

sparsity is higher, and the workload and difficulty of the test 
question knowledge point labeling task are greater. 

II. OVERVIEW OF RELATED TECHNOLOGIES AND THEORIES 

A. Text Preprocessing 

Text preprocessing is a necessary step in text categorization 
task, and its effect affects the effect of text categorization to a 
certain extent. Therefore, different preprocessing methods are 
generally adopted according to the needs of text categorization 
tasks. The text of test questions generally has strong 
specialization and structure, so it is not easy to transfer the 
preprocessing method of general domain text to the field of test 
question text processing directly. Therefore, this paper mainly 
carries out the following operations in terms of text 
preprocessing: 

1) Data cleansing: Cleanse task-independent text in the 

original text, and design regular expressions to match and delete 

this part of the text. 

2) Chinese word segmentation: Chinese word 

segmentation methods are broadly categorized into two primary 

approaches: character-based and word-based, based on the 

granularity of segmentation. Each of these methodologies 

carries its unique set of advantages and constraints, 

underscoring the importance of selecting the optimal 

granularity tailored precisely to the demands of a given task. 

Entity recognition demands a high degree of accuracy in word 

segmentation, as the precision of this initial step directly 

impacts the overall effectiveness of these downstream 

applications. Therefore, these tasks usually choose character-

based word segmentation methods [11, 12]. In order to achieve 

better performance, such tasks as text categorization, sentiment 

analysis, and text summarization, which pay more attention to 

text semantic understanding, usually choose word-based word 

segmentation methods. The process of knowledge point 

identification and labeling is shown in Fig. 1. 

3) De-stop words: The accuracy of text classification can 

be improved by removing stop words in the text. Stop words 

refer to the words that appear frequently in categorized texts but 

have little effect on helping to improve the classification effect. 

For example, and the land of in English text, these words can 

be found in almost every sentence, but they do not provide 

much help in the semantic understanding of the sentence. 

Studies have shown that in a small English paragraph, more 

than 50% of the words are contained in a list of 135 commonly 

used words, which are generally considered noise words and 

should be removed during the text preprocessing stage [13]. 

There are also many such words in Chinese text. For example, 

stop words such as He, Ruo, can provide very little information 

for text categorization tasks, but often introduce more noise 

information. Deleting stop words helps significantly reduce the 

size of the text feature space, speed up model calculation and 

improve the accuracy of text categorization [14]. 
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Fig. 1. The process of knowledge point identification and labeling. 

4) Handling abbreviations and special characters: In the 

process of daily life and learning, some words are often set as 

their own abbreviations. The original meaning of these 

abbreviations is for the convenience of memory, but after 

abbreviation, part of the semantic information of the original 

words will be lost, which is not conducive to the learning of 

classification models [15]. Therefore, it is necessary to convert 

these abbreviated words in the processing stage to restore their 

original text expressions. Most text datasets will contain many 

unnecessary characters, such as punctuation marks and special 

characters. These punctuation marks and special characters are 

very important for human wording, sentence breaking, 

understanding, etc., but these are not helpful to improve the 

performance of classification algorithms, and will bring a lot of 

noise to the learning of the model. Choose to remove these 

punctuation and characters. The node embedding formula in the 

Deep Walk model is shown in Eq. (1). 

( , ) ( , )
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N
W d t TF d t log

df t

 
   

              (1) 

Here, N is the number of documents, and df(t) is the number 
of documents in the corpus that contain the word t. The first 
term in the equation improves the recall rate, while the second 
term improves the precision of the word embedding. Although 

TF-IDF reduces the problems caused by high-frequency words 
in documents to a certain extent, it also ignores the relationship 
between words in the text, and directly ignores the semantic 
information of words. 

Word2Vec is a popular word embedding method that 
captures the relationship between words in context and embeds 
words into Euclidean space [16]. The Word2Vec method uses 
two shallow neural networks with continuous word bags 
(CBOW) and Skip-gram to create a vector for each word in the 
library. The day scale of the Skip-gram model is to maximize 
the probability in Eq. (2). 
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Fig. 2 shows image data mining and processing process. As 
Fig. 2 shows, the purpose of the CBOW model and the Skip-
gram model are different. While the CBOW model is tasked 
with finding words based on a sequence of words, the Skip-
gram model is tasked with finding the words most likely to 
appear near a given word based on that word. Word2Vec has 
greatly advanced the field of natural language understanding by 
providing a very powerful tool for capturing similarity 
relationships between words in a corpus [17]. 

Prior to delving into Word Frequency-Inverse Document 
Frequency (TF-IDF), it is imperative to grasp the fundamentals 
of the Bag of Words (BoW) model, which serves as a 
cornerstone for text representation. The BoW model simplifies 
text by transforming documents or sentences into a concise list 
of word frequencies. This list is compiled during the model's 
construction process, where each unique word in the 
vocabulary is first encoded into a one-hot encoding vector. For 
instance, in the given scenario, assuming a vocabulary size of 
19, the model would generate a 19-dimensional vector for each 
word, with a '1' occupying the position corresponding to the 
word's index in the vocabulary and all other positions set to '0'. 
This encoding scheme provides a straightforward yet effective 
way to represent textual data. Then the bag-of-words model 
combines word frequency as a feature representation of the 
document and sentence. However, the word bag model only 
pays attention to the feature of word frequency when collecting 
and constructing word bags, and ignores the semantic 
relationship between words, which cannot help the model learn 
the deep-seated semantic information of the text well [18]. 

 

Fig. 2. Image data mining and processing process. 
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Inverse Document Frequency (IDF) is often used in 
conjunction with word frequency to reduce the negative impact 
of frequent words in the corpus. IDF assigns higher weight to 
high-frequency or low-frequency words in a document: this 
combination of TF and IDF is called word frequency-inverse 
document frequency (TF-IDF). Its word embedding is obtained 
by Eq. (3) as follows: 
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B. Glove 

Another powerful and widely used model is Glove, which 
calculates word embedding by counting the number of global 
word co-occurrences across large corpora [19]. Before 
introducing the Glove model, let's introduce the latent semantic 
analysis algorithm based on singular value decomposition. This 
algorithm obtains the vector representation of words and 
documents by performing singular value decomposition on the 
word-document matrix. The Glove model combines the ideas 
and methods of latent semantic analysis algorithm and 
Word2Vec algorithm, because the author believes that both 
methods have certain defects. While the Latent Semantic 
Analysis (LSA) algorithm effectively harnesses global 
statistical information, its performance in word analogy tasks 
falls short, suggesting that there is room for enhancement in the 
generated vectors. In contrast, Word2Vec excels in word 
analogy tasks, albeit with minimal reliance on corpus statistics, 
underscoring its unique strengths in this domain [20]. The 
Glove model combines these two features together, and uses 
global statistical features and local contextual features of the 
corpus to help generate a vector representation of the text. For 
this reason, the Glove model introduces a Co-occurrence 
Probability Matrix (Co-occurrence Probability Matrix) to 
achieve this goal. First, the concept of a co-occurrence matrix 
is introduced. In the co-occurrence matrix X, the rows and 
columns of the matrix are words in the dictionary. Use xi,j to 
represent the number of times the word j appears in the context 
of the word i (usually a window size is set to specify the search 
distance of the context). The meaning of xi is the number of 
times the word i appears in the corpus. The co-occurrence 
probability matrix is obtained by counting the above two values, 
where the probabilities Pi,j are defined as shown in Eq. (4). 
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That is, P is the ratio of the number of times the word 
appears in the context of word i in the corpus to the total number 
of times the word i appears. Assuming i = ice, j = steam, k = 
solid, the feature extraction formula in image data mining is 
shown in Eq. (5). 
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Using Ratio can also well reflect the relationship between i, 
j, and k (because the co-occurrence probability Ratio conforms 
to common sense), so the original author assumed that the word 
vector of i, j, and k generated by the Glove model can fit this 
Ratio after some calculation. Make the word vector obtained by 

Glove consistent with the co-occurrence matrix, so as to reflect 
the co-occurrence relationship between words, that is, the goal 
of Glove is defined as shown in Eq. (6). 

( , ) ik
i j k

jk

P
f w w w

P
 

                   (6) 

C. Graph Representation Learning 

As a classic data structure, Graph is widely used in various 
fields of natural science. It is generally believed that a Graph is 
a set of objects (nodes) and interactions (edges) between objects 
[21]. The nodes in the social network graph are usually used to 
represent individuals, and the edges inside are used to indicate 
that there is a certain connection between two people. 

Based on graphs, we can analyze, understand and learn 
complex systems in the real world. In the past dozens of works, 
many high-quality large-scale graph data have emerged, such 
as large-scale social network graphs based on social software, 
knowledge graphs for general fields, Internet network device 
topology graphs, and so on. The appearance of these large-scale 
graphs has greatly promoted the development of graph 
technology, among which the methods based on machine 
learning are particularly prominent. Machine learning provides 
many technical means for modeling, analyzing and 
understanding this part of large-scale and complex graph data, 
helping people to further explore and discover the theory and 
knowledge existing in the complex system behind these large-
scale graphs. 

Before discussing machine learning methods applied to 
graphs, a formal definition of what exactly means "graph data" 
is needed. Formally, the graph G=(V, E) consists of a set of 
nodes V and a set of edges E between these nodes, and 

represents the edges from node a∈V to node b∈V as (a, b)∈
E. The formula for the ReLU activation function is shown in Eq. 
(7). 

2

0 02[ ( ; , ) ]D x n c x  E
              (7) 

A simple way to store a graph is through the adjacency 

matrix A ∈ RV, where V is the number of nodes. Each row 

and column of the adjacency matrix represents a specific node; 
A in adjacency matrix; To represent the-edge from node i to 

node j, if (i, j)∈E then Ai, j = 1, otherwise Ai, j = 0. The 

elements Ai, j in the adjacency matrix can also store any real 
value instead of 0 and 1. At this time, the real value stored by 

Ai, j is the weight of the edge (i, j)∈E. 

Nodes in the graph usually also have their specific attributes 
or feature information (for example, profiles and pictures of 
users in social networks), and in most cases, the real-valued 

matrix F∈Rd is used to represent the nodes. Attributes or 

features, the order of the nodes in the real-valued matrix is 
consistent with the order of the rows and rows in the adjacency 
matrix. The vector representation of the feature is stored in the 
real-valued matrix, and d is the dimension of the feature vector. 
The operational formula for the pooling layer and the weight 
update formula for the fully connected layer are shown in Eq. 
(8) and Eq. (9). 

1 0( ; , ) ( ; , ) (1 ) ( ; , )wD x c wD x c w D x c          (8) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 9, 2024 

146 | P a g e  

www.ijacsa.thesai.org 

, ,
ˆ ˆ

n nj T ij i T
i

y w y 
              (9) 

Graph learning algorithms mainly have two stages of 
development. The first is the traditional graph learning method 
based on statistics, and the progressive development is the 
graph representation learning algorithm based on machine 
learning. Traditional graph learning methods are basically 
based on the statistical information of nodes and graphs, which 
requires a lot of feature engineering, so the information is 
limited. At the same time, the statistical information designed 
by hand in traditional graph learning methods is not flexible and 
cannot be adapted in the learning process, so it needs to be 
redesigned after the task is shifted. With the development of 
machine learning, a series of methods have emerged that can 
get rid of manual feature design and learn features in graphs 
through adaptive methods-graph representation learning. 
Existing graph representation learning algorithms are mainly 
divided into three categories: Node Embeddings, GNN, and 
Generative Graph Models. The research content of this paper 
mainly involves node embedding and graph neural networks, 
and does not involve graph generation models. Therefore, the 
following will focus on the two-graph representation learning 
algorithms involved in the text. 

III. A KNOWLEDGE POINT ANNOTATION MODEL BASED ON 

MIXED LABEL EMBEDDING 

A. Test Question Text Data 

Test questions refer to a class of question texts used to test 
the teaching effect, so test text is more professional than daily 
text, and the format of test text is usually relatively fixed, for 
multiple-choice questions, fill-in-the-blank questions, or 
answer questions. format. Generally speaking, test text data has 
the following two characteristics: 

1) Professionalism: The text of test questions demands 

unwavering professionalism, stemming from their intended 

purpose. The descriptions within these questions must adhere 

to stringent standards of accuracy and clarity, with no room for 

ambiguity or vague expressions. When juxtaposed with 

everyday language, the text of test questions typically 

encompasses a greater abundance of subject-specific proper 

nouns, thereby presenting a unique challenge that to some 

degree complicates the migration of general domain models 

into this specialized context. The normalization formula and the 

threshold processing formula in the preprocessing are shown in 

Eq. (10) and Eq. (11). 
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2) Structural: Most of the common test text can be divided 

into a certain type of question, and each type of question has its 

fixed format, which will lead to more meaningless symbols in 

the test questions, thus introducing noise to model learning, so 

it is necessary to remove these meaningless symbols. However, 

according to the specific task requirements, specific rules can 

also be used to extract the structure of the test questions, so that 

it can be used as additional information to help the model learn. 

Because the test text has strong specialization and a certain 

structure, it is not easy to transfer the text preprocessing 

methods in the general field to the test text for text 

preprocessing without modification. Fig. 3 shows the 

distribution map of the raw image dataset. 

3) Data cleansing: The text of the test questions in the 

dataset used in this paper is obtained by crawling from Baidu 

Question Bank through crawlers. The original text in the dataset 

will contain some text that is irrelevant to the task. For this type 

of text, this paper designs regular expressions to match and 

delete this part of the text. 

 

Fig. 3. Distribution map of the raw image dataset. 
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4) Chinese word segmentation: This paper selects word-

based segmentation method to segment the text of the test 

questions, hoping that the model can better learn the deep-

seated semantic information of the text. At present, the research 

of general Chinese text word segmentation has been relatively 

mature. There are many word segmentation tools to choose, 

such as NLPIR, LTP, THULAC, jieba, etc. This paper chooses 

jieba as a word segmentation tool to obtain word segmentation 

results. Due to the strong specialization of the test text, the test 

text usually contains a large number of proper nouns, but the 

original dictionaries in the existing jieba are designed for 

general fields, and there will be many mistakes in using the 

existing jieba directly to segment the test text. Therefore, this 

paper introduces subject dictionaries to help improve the 

accuracy of word segmentation and reduce the occurrence of 

word segmentation errors. 

5) De-stop words: One of the basic methods to improve the 

accuracy of text categorization is to remove the stop words in 

the text. Stop words refer to the words that appear frequently in 

categorized texts but have little effect on helping to improve the 

classification effect. Stop words can provide very little 

information for text classification tasks, but they often 

introduce more noise information. Except stop words help to 

significantly reduce the size of text feature space, help to speed 

up model calculation and improve the accuracy of text 

classification. This article includes a list of 859 stop words, 

which contains most of the Chinese stop words, such as He, 

Ruo, Yu, Xi, etc. 

6) Handling abbreviations and special characters: The 

inclusion of abbreviations and special characters did not 

contribute favorably to the model's ability to discern the 

syntactic and semantic nuances of test questions. Notably, in 

fields like biology, certain abbreviations of proper nouns are 

prevalent, designed primarily for mnemonic purposes. 

However, these abbreviations inherently entail the loss of a 

portion of the original words' semantic information, which 

hinders the model's learning process, as it struggles to grasp the 

full contextual meaning. Therefore, in the text processing stage, 

it is necessary to convert these abbreviated words to restore 

their original text expression. In the test text dataset, there are 

many special characters in addition to the commonly used 

punctuation marks. These special characters will affect the 

model's extraction of semantic information to a certain extent, 

which is not conducive to model learning. This paper will 

replace these special characters with blank characters in the text 

preprocessing stage. The gradient calculation formula and the 

similarity measure formula are shown in Eq. (12) and Eq. (13). 
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B. Model Construction 

Inspired by the dictionary retrieval method, this paper 
proposes a two-stage automatic labeling model of knowledge 
points in test questions with mixed label embedding. The model 
is divided into a classification stage and a labeling stage. In the 
classification stage, the model classifies the test text into the 
second level of knowledge points in the knowledge point 
hierarchy diagram. In the labeling stage, the model obtains a 
label according to the results of the classification stage and 
further combines the node embedding and text embedding of 
the label according to the label-to-label knowledge points [22]. 

The co-occurrence relationship and the hierarchical 
relationship between knowledge points can be used as a priori 
knowledge to guide the model to label. The current method of 
automatic labeling of knowledge points has the problem of 
sparse label space. HEKPA guides the model to label 
knowledge points. The primary consideration is how to obtain 
the structural relationship. 

 

Fig. 4. Comparison diagram of the image feature extraction effect. 
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Fig. 4 shows comparison diagram of the image feature 
extraction effect. In Deep-Walk, the random walk algorithm is 
used to obtain the co-occurrence relationship of nodes in the 
graph. The results of the random walk with the vertex vi as the 
starting point are expressed as Wvi, = Wv1, Wv2, …, Wvi, 
where l is the predetermined random walk step size. After the 
random walk processes are obtained by using the random walk 
algorithm, these random walk processes are input into the 
Word2Vec algorithm as sentence sequences to learn the 
embedded representation of each node. 

IV. A KNOWLEDGE POINT LABELING MODEL BASED ON 

GRAPH CONVOLUTIONAL NEURAL NETWORK 

A. Model Construction 

To overcome the limitations of shallow node embedding, 
this chapter presents an end-to-end model, GCN KPA, based on 
graph convolutional neural networks. This model captures the 
relationships between knowledge point labels. It features a 
feature extraction layer using Bi-LSTM to extract text features 
and a labeling layer that incorporates knowledge point label 
information using a GNN Network to accomplish labeling tasks. 

 

Fig. 5. Deep-walk node embedding visualization graph. 

Fig. 5 displays the Deep-Walk Node embedding 
visualization. GCN-KPA utilizes Bi-LSTM to derive the text 
representation vector of test questions. Word embedding 
sequence X, pre-trained by a language model, is processed by 
Bi-LSTM to extract bidirectional text features. Eq. (14) and Eq. 
(15) depict random rotation and learning rate decay, 
respectively. 
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After acquiring latent semantic hidden states of the text in 
both directions, they are concatenated to form the final hidden 
representation of each word. Eq. (16) and Eq. (17) exhibit the 
dropout layer's mechanism and image classification accuracy 
calculation, respectively. 
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B. Callout Layer 

The structural relationship between labels can help reduce 
the sparsity of label space and help guide the model to label 
knowledge points in test questions [23]. In this chapter, we 

design a classifier based on graph convolutional neural network, 

which usually has two parts: the eigenmatrix F ∈ Rq 

representing the nodes of the graph and the adjacency matrix A

∈Rq representing the edges of the graph. 

Mula for the confusion matrix and the evaluation index is 
shown in Eq. (18). 

( 1) ( ) ( )ReLu( )ˆl l lG AG W              (18) 

However, only using a simple graph convolutional neural 
network as the classifier layer of the model will lead to a slower 
parameter update in the initialization stage, a lower learning 
rate of the model at the initial stage, and a model that cannot be 
learned through the back propagation algorithm for a period of 
time. GCN KPA further introduces Skip Connection to 
accelerate faster model initialization, the specific definition of 
the jump connection connection is shown in Eq. (19). The 
formula of the clustering algorithm in image data mining is 
shown in Eq. (20). 

( 1) ( 1) ( )l l l

sG G G  
             (19) 

𝑜 = ℎ ⊙ 𝐺𝑠              (20) 

Fig. 6 shows classification of the model performance 
evaluation Fig. In a graph convolutional neural network. The 
calculation for 
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Fig. 6. Classification of the model performance evaluation. 

C. Ablation Experiment 

Among the three word embedding methods, TF-IDF, Glove 
and Word2Vec, using Word2Vec to obtain the word embedding 
representation sequence of text has the greatest improvement to 
the model, so this chapter defaults to using Word2Vec as the 
word embedding layer of the model to obtain the word 
embedding sequence of text [24]. In this section, three sets of 
ablation experiments were designed: 

1) Feature extraction layer ablation experiment: The 

performance of three feature extraction layers in GCN KPA 

was studied and compared, with results shown in Fig. 7. Among 

them, Bi-LSTM performed best, followed by Text CNN, and 

MLP performed worst. Bi-LSTM extracts latent semantic 

features of text bidirectionally, hence chosen as the feature 

extraction layer in this model to enhance annotation accuracy. 

Fig. 7 displays ablation experiment results. 

 

Fig. 7. Results of the ablation experiments of the feature extraction layer. 

2) Classifier ablation experiment: Compare the effects of 

the GCNKPA separator with separate GCN separator and 

separate FC classifier, results are shown in Table I. 

It can be seen from Table I that the model has been greatly 
improved, which shows that point labels introduced through the 
graph neural network can be very good [25]. Improve the 
labeling effect of the model. At the same time, the introduction 
of Skip Connection further improves the annotation effect of 
the model. And as shown in Fig. 8, introduce Skip Connection 
to accelerate model initialization. 

TABLE I. COMPARISON OF THE CLASSIFIER EFFECTS 

Classifier Micro F1 Macro F1 H.M Loss Sub Acc 

FC 0.8640 0.7558 0.0116 0.5124 

GCN 0.8817 0.8074 0.0100 0.5234 

GCN KPA 0.8853 0.8206 0.0097 0.5339 

 

Fig. 8. The annotation effect diagram of the model. 

Calibration Temperature
0 1 2 3 4 5

NLL

Brier

ECE

UCE

0.0

0.2

0.4

0.6

0.8

1.0

0 1 2 3 4 5
0.0

0.2

0.4

0.6

0.8

N
o
rm

a
li

ze
d
 C

a
li

b
ra

ti
o
n

 L
o
ss

Calibration Temperature

N
o
rm

a
li

ze
d
 A

U
S

E

Joint

Task

JAiLeR

JAiLeR(+rew)

ERA

ERJ

Reach elbow Meat off Take cup

S
u

cc
es

s(
%

)

0

20

40

60

80

100

Take bottle Slide cup Obstacles

0

20

40

60

80

100 QIREN
SIREN

ReLU+RFF
ReLU

Tanh

Astronaut Camera Coffee

R
e
la

ti
ve

 E
rr

o
r



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 9, 2024 

150 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 9. Comparison diagram of knowledge point identification accuracy and annotation consistency. 

Evidently, GCN KPA has demonstrated superior 
performance across all four evaluation metrics, with a 
particularly noteworthy enhancement in the MacroF1 indicator, 
surpassing the gains observed in the other three indicators. This 
underscores GCN KPA's proficiency in capturing the intricate 
relationships between labels, enabling it to harness this label 
information to guide the model's labeling process. 
Consequently, it mitigates the sparsity of the label space, 
resulting in a significant improvement in the efficacy of 
knowledge point labeling [26]. Fig. 9 shows comparison 
diagram of knowledge point identification accuracy and 
annotation consistency. 

3) Comparison of different Loss functions: The 

introduction of the Focal Loss function reduces the impact of 

the unbalanced distribution of labels in the dataset on model 

learning to a certain extent, and observes the impact of different 

loss functions on model learning by comparing it with the BCE 

Loss function commonly used in multi-label text categorization. 

Detailed experimental results are shown in Table II. 

As can be seen from Table II, after replacing BCELoss with 
Focal Loss, there is an improvement in the three evaluation 
indicators, but a decrease of 3% in Sub Acc, the most stringent 
evaluation indicator. This is consistent with the starting point of 

the Focal loss function design. Focal loss function gives 
different weights to different samples, reduces the weights of 
easy-to-classify samples, and allows categories with fewer 
samples to have higher weights. This makes the model pay 
more attention to point labels, which is reflected in the 
experimental results that the improvement rate of MacroF1 is 
greater than that of MicroF1. At the same time, because the 
model pays more attention to the part of the label with a small 
number of samples, the model is more aggressive than before, 
which leads to the poor performance of the model on the 
evaluation index Sub Acc. But from the overall experimental 
results, the introduction of Focal loss makes the model improve 
most of the evaluation indicators, and can better deal with data 
sets with unbalanced sample numbers, and better learn 
knowledge point labels with small sample numbers. Fig. 10 
shows performance comparison of the model on different 
dataset. 

TABLE II. EXPERIMENTAL RESULTS FOR THE DIFFERENT LOSS 

FUNCTIONS 

Loss function Micro F1 Macro F1 HM Loss Sub Acc 

BCE Loss 0.8779 0.8011 0.0106 0.5606 

Focal Loss 0.8853 0.8206 0.0097 0.5339 

 

 

Fig. 10. Performance comparison of the model on different dataset. 
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V. CONCLUSION AND FUTURE WORK 

Aiming at the research of automatic recognition and 
labeling of knowledge points in learning test questions based 
on Deep-Walk image data mining, a new method is proposed in 
this paper. This method combines graph embedding technology 
and advanced concepts in the field of natural language 
processing, and realizes the effective recognition and labeling 
of knowledge points in test questions in image data mining. By 
deeply exploring the application of Deep-Walk algorithm in 
graph data embedding, we successfully combine the visual 
features of images with the knowledge points of test questions, 
and realize the in-depth analysis and semantic understanding of 
image data. 

The main conclusions of this study are as follows: First, 
Deep-Walk algorithm shows strong potential in the field of 
image data mining. It captures the topological structure of 
images through random walks, and then generates low-
dimensional dense vector representations, which provides an 
effective means for the recognition of knowledge points in test 
questions. Secondly, combining the visual features of image 
data with the knowledge points of test questions cannot only 
improve the accuracy of recognition, but also enhance the 
semantic richness of labeling, providing strong support for 
intelligent applications in the field of education. 

Anticipating the future, as image data mining technology 
continues to evolve, the Deep-Walk-based approach for 
knowledge point recognition and annotation is poised to find 
broader applications across diverse fields. Concurrently, we 
remain committed to delving deeper into the realm of 
algorithms and models, with the aim of enhancing recognition 
accuracy and refining the granularity of labeling, thereby 
pushing the boundaries of this technology further. In addition, 
we will also focus on the fusion of image data and other types 
of data, as well as cross-domain knowledge migration and 
sharing, laying a solid foundation for the realization of a wider 
range of intelligent educational applications. 

To sum up, the research on automatic recognition and 
labeling of knowledge points in image data mining learning test 
questions based on Deep-Walk has achieved remarkable results, 
which provides a new idea and method for the intelligent 
development of education. 
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