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Abstract—The categorization of music has received 

substantial interest in the management of large-scale databases. 

However, the sound of music classification (MC) is poorly 

interesting, making it a big challenge. For this reason, this paper 

has proposed a new robust combining method based on texture 

feature with Mel-spectrogram to classify Arabic music sound. A 

music audio dataset consisting of 404 sound recordings for 

different four classes of Arabic music sounds has been collected. 

The collected data became available for free on the Kaggle 

website. Firstly, music sound is transformed into a Mel 

spectrogram, and then several texture features are extracted 

from these Mel spectrogram images. A two-dimensional Haar 

wavelet is applied to each Mel-spectrogram image, and Local 

Binary Patterns (LBP), Gray Level Co-occurrence Matrix 

(GLCM), and Histogram of Oriented Gradient (HOG) are 

utilized for feature extraction. K-nearest neighbors (KNN), 

random forest (RF), decision tree (DT), logistic regression (LR), 

AdaBoost, extreme gradient boosting (XGB), and support vector 

machine (SVM) classifiers were utilized in a comparative analysis 

of Machine Learning (ML) algorithms. Two different datasets 

have been employed in order to evaluate the effectiveness of our 

approach: the collected dataset that the authors had gathered 

and the global GTZAN dataset. Our method demonstrates 

superior performance with a five-fold cross-validation. The 

experimental findings indicated that the XGB exhibited a high 

accuracy with an average performance of 97.80% for accuracy, 

97.72% for F1-Score, 97.75% for recall, and 97.81% for 

precision. 
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I. INTRODUCTION 

Music is considered an inseparable part of our culture and 
tradition [1]. The advent of online social networks and cloud 
technology have led to a massive rise in the demand for online 
data storage and data sharing services [2, 3]. Music 
Information Retrieval (MIR) systems have gained huge 
popularity in recent years and are used in many fields, such as 
musical similarity and genre categorization, music emotion 
identification, music source separation, acoustic descriptions of 
music, and music transcription [4]. Music classification (MC) 
has emerged as an important area for digital music services 
such as Tidal, SoundCloud, and Apple Music and is used for 
classifying and overseeing extensive musical datasets [5, 6]. 
Regarding this, musical sound classification is an intriguing 
area challenge in the field [7]. Among the several methods for 
representing the contents of an audio clip, extracting 
distinguishing features is the most widely employed. However, 
due to the subjectivity associated with the concept of musical 
genre, as well as the enormous variety of music genres, strong 

feature extraction has proven difficult. In the Arab world, 
Arabic music is an essential component of global music, but 
Western music dominates the field.  A machine learning 
approach is extensively used in music information retrieval 
applications [7, 8, 9, 10]. As well, texture features have a high 
capacity for extracting features of musical patterns [11, 12]. 

In related works, Western music using the GTZAN dataset 
dominates the field, and Arabic music is not yet equivalent to 
them. So, Arabic musical instruments must be moved out of 
the country and promoted for it in the works. Therefore, we 
hope that this work will contribute to solving this problem and 
overcoming the absence of a dataset based on Arabic music. 
Therefore, this paper presents a new robust approach based on 
ML techniques with texture features and Mel-spectrogram for 
Arabic music sound classification using a newly collected 
dataset in favour of this work and became available free for 
use. 

Our contribution can be summarized as follows: 

 A music audio dataset consisting of 440 sound 
recordings for different four classes of Arabic music 
sounds has been collected. The collected data became 
available for free at: 
(https://www.kaggle.com/datasets/emanatyaesmaeil/zek
rayati-dataset). 

 Gathered and annotated a large corpus of Arabic music 
clips to cover the lack of a dataset for Arabic music. 
Although the GTZAN dataset is a benchmark for MGC, 
it has limitations such as mislabeling, distortions, and 
replicas (Strum, [13]). 

 A new robust feature extraction approach is presented 
for music signal classification using Mel-spectrogram 
images. A two-dimensional Haar wavelet is applied to 
each image and texture features (GLCM, HOG, and 
LBP) are extracted from all wavelet transform sub-
bands. 

 Comparative analysis to examine the efficiency of most 
various machine learning algorithms in Arabic music 
sound classification and then determine which 
algorithm is better for this type of data. 

 The best accuracy had resulted compared to previous 
studies using global GTZAN dataset. 

The general structure of this paper is as follows: Section II 
presents the related studies, Section III covers the materials and 
methodologies, and Section IV provides the results and 
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discussion. Discussion is given in Section V. Finally, Section 
VI covers conclusion and future work. 

II. RELATED WORK 

Recently, there have been a lot of studies related to music 
classification. [14]. These works have been supported by recent 
advancements in machine learning (ML) and deep learning 
(DL) methodologies. This section provides a thorough 
overview of many ML and DL applications in the music 

industry and examination of the prospects for AI in this domain 
as show in Table I. 

In summary, western music dominates the field. Most of 
the literature focuses on it by using the GTZAN dataset. Arabic 
music needs to move out of the country, so it is hoped that this 
paper will make a small contribution to this goal and benefit 
from the ML approach that has proven its effectiveness in 
music classification. 

TABLE I.  PREVIOUS STUDIES RELATED TO ML AND DL APPROACH 

REF. Year Task Algorithm Dataset Accuracy 

[15] 2022 Dissecting the Nigerian music genre. 
Timbral texture feature using 

SVM, XGB, RF, and K-NN 
ORIN dataset 

XGB=0.82, SVM= 0.74, RF=0.71 and 

K-NN=0.51 

[16] 2024 Classification of Musical Genres 
14 audio features in total 

when using XGB 
GTZAN Dataset Accuracy=81% 

[17] 2023 Classification of musical genres 
CNN-based mel-frequency 

cepstral coefficients (MFCC) 
GTZAN Accuracy=85% 

[18] 2024 Classification of Music Categories MFCC + STFT + CNN 
GTZAN and Extended-

Ballroom datasets 

Accuracy of dataset1=95.71 

Accuracy of dataset2=95.20 

[19] 2023 categorization of music genres 
hybrid model for wavelet + 

spectrogram analysis 

Ballroom and GTZAN 

datasets 

Accuracy of dataset1=81% 

Accuracy of dataset2=71% 

[20] 2021 categorization of music genres 
MEL-Spectrogram based on 

logs and Transfer Learning 
GTZAN dataset The best accuracy is Resnet34=97% 

[21] 2023 
Automated Genre Classification of 

Music 
MFCC and CNN GTZAN dataset Accuracy=83% 

[22] 2022 Identification of musical genres 
CNN with Mel-spectrograms: 

The Best Feature 
GTZAN dataset Accuracy=91% 

[23] 2023 Suggested Music Track 
DCNN and Mel-

spectrograms 

JUNO, GTZAN, and 

FMA-Small datasets 

Dataset1 Accuracy=63%, Dataset2 

Accuracy=78% and Dataset3 

Accuracy=89% 

[24] 2023 Categorization of Music Genres 
Ideal model with CRNN and 

Mel-spectrograms 
FMA-Small dataset Accuracy=90% 

[25] 2024 
Indian Category of Musical 

Instruments 

K-NN, RF, RNN, XGB, LR, 

DT, and SVM in an MFCC 

Gathered 1177 audio 

samples in total with six 

classes from different 

online sources. 

RNN has best accuracy=0.9872 

[26] 2020 Categorization of Music Genres 

feature extraction from 

metadata using SVM, K-NN, 

and NB 

Spotify music dataset 
SVM=80%, 

K-NN=77.18% and NB=76.08% 

[27] 2020 Identification of Music Genres CNN and the Mel Spectrum GTZAN dataset Accuracy=84% 

[28] 2021 categorization of music 

Spectrograms with many 

DNN models; the best model 

is ResNet50. 

The datasets FMA, 

GTZAN_4, and EMA 

Dataset1 Accuracy=80.14%, Dataset2 

Accuracy=81.09% and Dataset3 

Accuracy =77.03% 

[29] 2022 Identification of Music Genres 
CNN, LSTM, and MLP in an 

MFCC 
GTZAN dataset 

CNN = 70.42%; LSTM = 61.50%; 

and MLP = 63.28% 

[30] 2020 Identification of Music Genres 
combined (FC1, FC2, FC3, 

FC4) with SVM 
Spotify Music Dataset Accuracy of FC1 and FC2=80% 

[31] 2022 Bangla music's classification by genre 

Feature Scaling Method plus 

PCA utilizing NN, RF, K-

NN, and SVM 

Bangla Music Dataset 
SVM-RBF=68.77%, K-NN=61.32%, 

RF=69.05% and NN=77.68% 
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III. MATERIALS AND METHODS 

The flow diagram of the suggested model is illustrated in 
Fig. 1. The following three subsections will describe each of 
these stages in detail. 

A. Mel-Spectrogram Production Stage 

The Mel-spectrogram is resulted through the following 
steps: 

1) Pre-emphasizing audio which improves clarity and 

reduces volume. 

2) Blocking frames that render every audio frame end-to-

end, maintaining audio continuity. 

3) Introducing a window function to enhance the role of 

audio framing and prevent audio discontinuity caused by 

sampling and quantization. 

4) Fast Fourier Transform which transforms the audio 

from the time domain to the frequency domain. 

5) Map the FFT produce to the Mel scale; multiply it by 

the total number of triangular bandpass filters. 

 

Fig. 1. The proposed system for lute signal classification. 

Mel-spectrograms in this study are a two-dimensional 
representation of input signals. All audio signals are produced 
using the Short Time Fourier Transform (STFT) with Mel-
frequency rather than normal frequency. The parameters used 
to generate the power Mel-spectrograms are stated in Table II, 
and Fig. 2 depicts various Mel-spectrograms for the dataset and 
shows the region of the image used for feature extraction as the 

black box, and the output is saved as a .png file with a size of 
256*256. The output photos are transformed to grayscale 
before the textural features are extracted. 

Parameter Value 

Audio Length (second) 12:91 

Window Length (frames) 1024 

Overlap Length (frames) 512 

FFT Length (frames) 4096 

Number bands (Filters) 64 

 

 

Fig. 2. Mel-spectrogram for some datasets. 

B. Feature Extraction Stage 

The primary phases for feature extraction are as follows: 

Step 1: apply the discrete wavelet transforms to the Mel-
spectrogram image to extract sub-bands. 

Step 2: extracted all of (GLCM, HOG, and LBP) from all 
wavelet sub-bands and combine all features into one feature 
vector. 

Step 3: reduce the final feature vector by using Principal 
component analysis (PCA). 

1) Discrete Wavelet Transforms (DWT): It is a powerful 

image signal analysis tool. It has an effective analysis function 

and multi-resolution analysis capability, making it suited for 

the image signal analysis area [32]. The spatial domain (DWT 

or 2D_DWT) is resulted by first applying the output to the 

DWT along the vertical axis and then applying the horizontal 

axis to the (1D_DWT). Hence, (2D-DWT) contains four 

bands: (LL, LH, HL, and HH) bands [33, 34]. 

Eq. (1) symbolizes the transformation (DWT) of any signal, 
x(t). 

𝑥(𝑡) = ∑ 𝑎𝑗.𝑘𝛹𝑗.𝑘(𝑡)                             (1) 

Where 𝑎𝑗.𝑘 are called wavelet coefficients, 𝛹𝑗.𝑘(𝑡) is called 

the fundamental function. 𝑗 is the scale and 𝑘 is mother wavelet 
translated 𝛹(𝑡). 
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The (2_D DWT) can be achieved by using Eq. (2) to apply 
DWT across rows and columns of a picture in both the (x and 
y) dimensions. 

𝑓(𝑥. 𝑦) = ∑ 𝐶𝑗0
(𝑘. 𝑙)𝜑𝑗.𝑘.𝑙(𝑥. 𝑦) + ∑ ∑ 𝐷𝑗

𝑠[𝑘. 𝑙]Ψ𝑗.𝑘.𝑙
𝑠∞

𝑗=𝑗0𝑠=𝐻.𝑉.𝐷𝑗.𝑘 (𝑥. 𝑦)    (2) 

Where 𝐶𝑗0
 is the approximation coefficient, 𝜑𝑗.𝑘.𝑙(𝑥. 𝑦)  is 

scaling function, 𝐷𝑗
𝑠 is set of detailed coefficients and Ψ𝑗.𝑘.𝑙

𝑠  is 

wavelet function. 

In this work, three level wavelet decomposition has been 
performed by using ‘haar’ mother wavelet function as shown in 
Fig. 3 and the sub bands of level three were used for extracting 
the features. 

 

Fig. 3. Three-level wavelet decomposition. 

2) GLCM Algorithm: The GLCM texture extraction 

approach has become more and more popular in recent years 

for picture classification and detection [35, 36]. It alludes to a 

widely used technique for characterizing texture through an 

examination of grayscale's spatial correlation features. It 

determines the frequency of occurrence for each piece of 

grayscale data it contains.  The GLCM is a ( L × L) counting 

matrix, where each element in the GLCM represents a 

potential combination of pixels, assuming the original image 

has (L) grayscale levels. Several studies have demonstrated 

that this approach is highly adaptable and stable in capturing 

detailed information such as direction, distance, and variation 

range between image pixel grayscales. The contrasts and 

patterns of texture features acquired using this method 

accurately characterize the properties of picture texture [37]. 

Some GLCM features [38] used in this work are briefly 

explained below. 

 Contrast: This feature calculates the intensity of a pixel 
and its surrounding pixels over the entire image. The 
contrast function also calculates the color and 
brightness differences between each cellular object and 
other objects in the same field of view. It can be 
computed using the following equation. 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑ (𝑖 − 𝑗)2𝑝(𝑖. 𝑗)𝑗𝑖                       (3) 

For an image, 𝑝(𝑖. 𝑗) reflects the chance of a pair of pixels 
with gray level values)𝑖 and 𝑗(occurring in a specific space and 
direction. 

 Correlation: It computes gray-level linear dependence 
among pixels at specified distances from one another. 

The) 𝜇𝑖 and 𝜇𝑗(are the average of each row and column, 

and (𝜎𝑖  and 𝜎𝑗)  are, correspondingly, the standard 

deviations for each row and column. 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑ ∑
𝑝(𝑖.𝑗)[(𝑖−𝜇𝑖)(𝑗−𝜇𝑗)]

𝜎𝑖𝜎𝑗
𝑗𝑖            (4) 

 Energy: It calculates regularity or pixel pair repetitions, 
as illustrated in the equation below. When a pixel pair is 
repeated multiple times, the energy characteristic 
returns a higher value. 

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ ∑ 𝑝(𝑖. 𝑗)2
𝑗𝑖                     (5) 

 Homogeneity: it is refers to the consistency of element 
distribution along a GLCM's diagonal. When matrix 
elements are spread diagonally, homogeneity is high, as 
calculated by the equation below. 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑ ∑
𝑝(𝑖.𝑗)

1+|𝑖−𝑗|
  𝑗𝑖               (6) 

In this study, Mel-spectrogram image characteristics are 
extracted using the GLCM approach, first set the order of the 

grayscale co-generation matrix to 16 and selected 0°, 45°, 90° 

and 135° as the four directions of the grayscale co-generation 
matrix, The final eigenvalue co-generation matrix was 
calculated by averaging the four directional matrix eigenvalues. 
Finally, we retrieved four-dimensional GLCM features for 
each subband, yielding a final feature vector of 16 features. 

3) LBP Algorithm: Local Binary Pattern is a well-known 

texture descriptor that has been successfully used in works 

made for several application domains, such as music genre 

detection [39, 40]. According to [41], it is uses the local 

neighborhood of a center pixel to find a local binary pattern. 

The feature vector, which characterizes the image's textural 

richness, corresponds to the histogram of local binary patterns 

present in all pixels. There are two basic parameters that can 

be adjusted to extract the LBP from an image. The first is the 

number of nearby pixels that will be considered for the central 

pixel, while the second is the distance between the central 

pixel and its neighbors.  These values are referred to, in turn, 

as (P and R). Fig. 4 shows examples of Mel-spectrogram 

images, corresponding maps of LBP values, and the LBP 

histograms. 

 
Fig. 4. Local binary patterns visualization. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 9, 2024 

189 | P a g e  

www.ijacsa.thesai.org 

In this study, 8 neighbors at a distance of 2 was used to 
extracted 59 features for each sub-bands and the final feature 
vector for this step was 236 feature value. 

4) HOG Algorithm: HOG is a feature descriptor used to 

detect targets in image processing. It creates features by 

calculating the histogram of directional gradients in discrete 

parts of the image [42]. This method consists of two major 

processes [43]. The first is the histogram extraction, as the 

gradient of direction and magnitude is retrieved from each 

pixel in the input image. These steps are used to generate an 

angular histogram of gradients, which is then applied as an 

image texture feature vector. The vertical and horizontal 

components of the image I (i, j) are derivatives of pixel (i, j). 

They're computed as follows: 

𝐺𝑖(𝑖. 𝑗) = 𝐼(𝑖 + 1. 𝑗) − 𝐼(𝑖 − 1. 𝑗)                (7) 

𝐺𝑗(𝑖. 𝑗) = 𝐼(𝑖. 𝑗 + 1) − 𝐼(𝑖. 𝑗 − 1)                (8) 

𝐺(𝑖. 𝑗) = √𝐺𝑖(𝑖. 𝑗)2 + 𝐺𝑗(𝑖. 𝑗)2                   (9) 

𝛼0(𝑖. 𝑗) = tan−1 [
𝐺𝑗(𝑖.𝑗)

𝐺𝑖(𝑖.𝑗)
] . 𝛼0𝜖 [−

𝜋

2
.

𝜋

2
]             (10) 

where 𝐺𝑖(𝑖. 𝑗), 𝐺𝑗(𝑖. 𝑗) are the derivatives in the horizontal 

and vertical directions at pixel (i ,j). 

The second phase involves the generation of the HOG 
descriptor, which is built based on the gradient of the image. 
The whole image is split into blocks with sizes [2 2], [4 4], and 
[8 8]. The gradient direction range [-π/2, π/2] is calculated 
equally into nine direction intervals (bins). To provide a strong 
vector to brightness changes, the HOG feature values are 
normalized by segmenting each bin with the total of the 
histogram. Fig. 5 shows different block sizes of the sub-band 
HH of the Mel-spectrogram image. 

 
Fig. 5. HOG features of Mel-spectrogram image LL sub-band with different 

cell sizes. 

In this paper the HOG Cell Size of [4 4] is used for 
extracted 1764 feature value for Each sub-bands of Mel-
spectrogram image and the final feature vectored of this step 
was 7056 feature values. 

5) Combining the features of the proposed system and 

PCA: This part describes a hybrid feature extraction 

technology. The characteristic of this method is the merger of 

characteristics derived from HOG, GLCM, WDT, and LBP. 

The suggested approach is distinguished by its 

expeditiousness in training the dataset and its demand for 

computer resources of moderate cost. At first, a Haar 2D 

wavelet is It is used for extraction 4 sub-bands from the Mel-

spectrogram image and extract GLCM, HOG, and LBP for all 

sub-bands for training the Mel-spectrogram image to create a 

440 x 7308 matrix of features.  The PCA algorithm [44] is 

applied to the feature matrix in order to minimize the 

dimensions and select the most appropriate characteristics for 

each image. 

C. Ml Algorithms 

In this paper, many ML algorithms were used to classify 
the Mel-spectrogram image. 

1) K-NN classifier: The K-NN technology is a basic data 

mining strategy where all samples are assigned to the same 

group in a feature space, and the algorithm has the same 

properties for both regression and classification [45]. This 

technique is considered effective for classification problems. 

2) LR classifier: This Classifier [46] is a Strong statistic 

tool for developing resilient methods. It applies the linear 

regression principle to classification problems. It predicts 

dependent data by examining the connection between one or 

more pre-existing independent variables. The LR formula is 

represented by the following equation: 

𝑃 =
𝑒𝑦

1+𝑒𝑦                                       (11) 

3) SVM classifier: SVM is a collection of supervised 

learning algorithms. These are commonly used for 

classification and regression tasks on both linear and nonlinear 

data [47]. This method finds a decision boundary among two 

classes in order to forecast labels using one or more feature 

vectors. It lacks a natural growth to several courses and 

performs slowly throughout training. 

4) DT classifier: One of the most powerful categorization 

methods is the DT, which simulates decisions using a tree 

framework. [48]. Computing the data allows it to classify the 

dataset and assign values to each of its attributes. The decision 

tree follows a top-down approach. Information gain is a 

typical strategy for choosing a decision node in DT. The 

equation for information gain is as follows: 

𝐼𝐺(𝐷. 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐷) − ∑
|𝐷𝜐|

|𝐷|𝜐∈𝑉𝑎𝑙𝑢𝑒𝑠(𝐴) ∙ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐷𝜐)     

(12) 

5) NB classifier: NB is a class of supervised learning 

approaches which employ likely reasoning to anticipate the 

optimal result [49]. Using the Bayes theorem to it is easy to 

construct the classifier and the Gaussian normal distribution to 

forecast the class. The collection of probabilities for a certain 
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set of data is determined by counting the value and frequency 

of the value. The Bayesian formula is: 

𝑃(𝐻|𝐸) =
𝑃(𝐸|𝐻)∙𝑃(𝐻)

𝑃(𝐸)
                               (13) 

6) RF classifier: The RF technique, which is based on 

Ho's method and was later developed and introduced to the 

literature by [50], is a collective learning technique that 

determines the output class by training a large number of 

decision trees and taking the mode or average of their results. 

It’s a popular algorithm because of its high prediction 

performance, capacity to deal with imbalance issues, and 

ability to produce consistent results in a variety of 

applications. 

7) AdaBoost classifier: The adaboost boosting algorithm 

is a well-known ensemble technique for binary classification 

[51]. The group moves toward AdaBoost trains and installs 

trees in a sequential manner. AdaBoost combines a series of 

weak classifiers to perform boosting. The goal of each 

iteration of the weak classifier is to correct samples that were 

incorrectly classified by the preceding weak classifier. 

AdaBoost uses an iterative approach to help bad classifiers get 

better by using the mistakes they have made. 

8) XGB classifier: XGB is an additional ensemble ML 

method that tackles regression and classification issues by 

utilizing many decision trees [52]. To lessen overfitting and 

boost performance, it uses more regularized prediction 

models. 

Table II illustrates the hyperparameter method for 
determining the optimal parameters for ML algorithms. 

TABLE II.  THE FINE HYPERPARAMETERS OPTIMIZATION 

Model Hyperparameters 

K-NN n_neighbors=5, Euclidean distance 

LR solver=‘linear’ 

DT max_depth=100, criterion=‘entropy’ 

NB var_smoothing=1e−04 

RF n_estimators=100, max_depth=50 

AdaBoost n_estimators=20, learning rate=0.5 3.3 

XGB n_estimators=100, learning rate=0.1 

SVM Kernel= RBF, C=3.3 

IV. RESULTS AND DISCUSSION 

A. Dataset 

1) Collected data: In this paper, authors have collected a 

music audio dataset consisting of 440 recordings for different 

four classes of Arabic music sounds has been collected. 

The collected data became available for free at: 
(https://www.kaggle.com/datasets/emanatyaesmaeil/zekrayati-
dataset). 

2) GTZAN dataset: GTZAN [53] was one of the first 

widely available datasets for MGC and is well-known within 

the scientific community. This dataset contains (1000) music 

clips from (10) western music genres. GTZAN's ten genres 

('blues', 'classical', 'country', 'disco', 'hip-hop', 'jazz',' metal', 

'pop', 'reggae', and 'rock') are evenly distributed, each featuring 

'100' clips. Each music clip is (30) seconds long. Table III 

shows the description of the dataset. 

TABLE III.  DESCRIPTION OF THE DATASET 

Class Name No of file 
Minimum 

duration (s) 

Maximum 

duration (s) 

Zekrayati (P_1) 120 12 60 

Zekrayati (P_2) 120 26 41 

Zekrayati (P_3) 80 12 35 

Zekrayati (P_4) 120 46 91 

B. Performance Evaluation 

The results related to ML models have been measured 
using the following indicators: accuracy, precision, recall, and 
F1-score. Equations (14 through 17) employ the confusion 
matrix to calculate these values. Where (TP=true_positive), 
(FP=false_positiv), (FN=false_negative), and 
(TN=true_negative) [54]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                           (14) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝑇𝑁
                                 (15) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                            (16) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                (17) 

C. K-Fold Cross Validation 

In this method, epochs are split up into k groups at random, 
each with roughly the same amount of features. The remaining 
groups are used to test the learning, while the K-1 groups are 
used for training. The technique is repeated (k) times, every 
time with a different group of tests [55]. For performance 
evaluation, a 5-fold cross-validation procedure is used, and the 
result is calculated as the 5-fold average. 

D. Experiment 1: ML Methods with Proposed Dataset 

In this paper, all samples in the proposed dataset converted 
to Mel-spectrogram images, then three levels of DWT with 
haar mother wavelet function were used to represent each Mel-
spectrogram images, then chosen sub-band of level three for 
feature extracted by using GLCM, LBP, and HOG and 
reducing feature vector using PCA, and finally used eight 
machine learning techniques SVM, K-NN, DT, RF, LR, NB, 
XGB, and AdaBoost for classification Mel-spectrogram 
images dataset using 5 k- Fig. 6 depicts the splitting of Mel-
spectrogram pictures into 5 k-folds for training and testing. 
Table IV and Fig. 7 show the level of accuracy ratings of 
models after applying 5 k-fold. Fig. 8 to Fig. 12 depicts the 
confusion matrix for various ML methods. 

According to Table IV, the XGB model achieves high 
performance in the music classification when compared to 
other classifiers. The XGB achieved an average performance of 
99.54% for accuracy, 99.44% for F1 score, 99.41% for recall, 
and 99.51% for precision. 
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Fig. 6. The split of Mel-spectrogram images into train and test using 5 k-

fold. 

TABLE IV.  SHOWS THE ACCURACY RESULTS OF VARIOUS ML MODELS 

Model Fold Accuracy F1-Score Recall Precision 

K-NN 

1 

2 

3 
4 

5 

Mean 

98.86 

97.73 

98.86 
97.73 

98.86 

98.41 

98.77 

97.52 

98.56 
97.94 

99.04 

98.37 

99.07 

97.60 

99.00 
97.85 

98.96 

98.50 

98.53 

97.49 

98.21 
98.15 

99.17 

98.31 

LR 

1 

2 

3 
4 

5 

Mean 

96.59 

95.45 

96.59 
97.73 

97.73 

96.82 

96.67 

95.57 

96.54 
97.94 

97.47 

96.84 

96.84 

95.39 

97.00 
97.85 

98.10 

97.04 

96.56 

95.81 

96.25 
98.15 

97.06 

96.77 

SVM 

1 
2 

3 

4 
5 

Mean 

98.86 
98.86 

100 

98.86 
100 

99.32 

98.94 
98.83 

100 

98.72 
100 

99.30 

98.81 
98.91 

100 

98.44 
100 

99.23 

99.11 
98.81 

100 

99.07 
100 

99.40 

DT 

1 
2 

3 

4 
5 

Mean 

86.36 
87.50 

86.36 

86.36 
87.50 

86.82 

86.20 
87.46 

85.50 

86.11 
86.35 

86.32 

86.62 
87.35 

86.15 

86.00 
86.55 

86.53 

86.14 
87.61 

85.08 

86.37 
87.01 

86.44 

NB 

1 
2 

3 

4 
5 

Mean 

88.64 
89.77 

88.64 

89.77 
88.64 

89.09 

88.35 
90.08 

88.19 

89.72 
88.65 

89.00 

88.48 
89.97 

88.15 

89.61 
87.68 

88.78 

88.73 
90.45 

88.27 

90.06 
90.43 

89.59 

RF 

1 

2 
3 

4 

5 

Mean 

98.86 

97.73 
97.73 

97.73 

98.86 

98.18 

98.88 

97.60 
96.94 

97.93 

98.86 

98.04 

98.81 

97.43 
96.15 

98.04 

98.96 

97.88 

99.00 

97.82 
98.08 

97.86 

98.81 

98.31 

AdaBoost 

1 

2 
3 

4 

5 

Mean 

98.86 

97.73 
100 

98.86 

100 

99.09 

98.71 

97.70 
100 

98.63 

100 

99.01 

98.96 

97.79 
100 

98.81 

100 

99.11 

98.53 

97.71 
100 

98.53 

100 

98.95 

XGB 

1 

2 

3 
4 

5 

Mean 

98.86 

100 

98.86 
100 

100 

99.54 

98.71 

100 

98.51 
100 

100 

99.44 

98.96 

100 

98.08 
100 

100 

99.41 

98.53 

100 

99.04 
100 

100 

99.51 

 

 
Fig. 7. Result for ML models. 

 

 
Fig. 8. Shows the confusion matrix of various ML models for fold-1. 
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Fig. 9. Shows the confusion matrix of various ML models for fold-2. 

 

 

Fig. 10. Shows the confusion matrix of various ML models for fold-3. 

 

 

Fig. 11. Shows the confusion matrix of various ML models for fold-4. 
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Fig. 12. Shows the confusion matrix of various ML models for fold-5. 

E. Experiment 2: ML Methods with GTZAN Dataset 

the approach suggested had been compared to state-of-the-
art models that used the GTZAN dataset, comprising DL 
models, specifically convolutional neural networks, bottom-up 
broadcast neural networks (BBNN), deep unsupervised 
representation learning from acoustic data auDeep, and ML 
SVM for categorizing music genres using MEL-spectrogram 
images and the GTZAN dataset. The steps of the comparison 
process can be summarized as follows 

Step 1: Convert all class to MEL spectrogram images using 
window length 1024 with overlap length 512, FFT length 4096 
and number bands 64 Fig. 13 shown some MEL spectrogram 
images for GTZAN dataset. 

Step 2: DWT is applied using three levels and calculates 
GLCM, HOG, and LBP for level 3 for each sub-band, and 
finally reduces the feature vector to 1000 samples and 100 
features using PCA. 

  

  

Fig. 13. Mel-spectrogram for some GTZAN dataset. 

Step 3: Classification genres using ML models proposed in 
this paper and the model's performance using Accuracy, F1-
Score, Recall and Precision using 5k-fold Fig. 14 shows 5 K-
fold split of the GTZAN dataset 20% for testing and 80% for 
training. Fig. 15 shows the results of ML models for GTZAN 
dataset. Table V illustrates the accuracy scores and Fig. 16 to 
20 shown confusion matrix’s. 

 
Fig. 14. Using five k-folds, GTZAN splits Mel-spectrogram pictures into 

train and test. 

TABLE V.  THE ACCURACY SCORES OF DIFFERENT ML MODELS FOR 

GTZAN 

Model Fold Accuracy F1-Score Recall Precision 

K-NN 

1 

2 
3 

4 

5 

Mean 

95.50 

95.00 
95.00 

95.00 

94.50 

95.00 

95.29 

94.66 
94.88 

94.69 

94.35 

94.77 

95.32 

94.67 
95.27 

94.97 

94.45 

94.94 

95.49 

94.87 
94.90 

95.02 

94.60 

94.98 

LR 

1 

2 
3 

4 

5 

Mean 

93.00 

92.50 
92.50 

92.50 

93.00 

92.70 

92.91 

92.02 
92.40 

92.42 

92.91 

92.53 

92.76 

92.37 
92.46 

92.98 

92.86 

92.69 

93.24 

91.92 
92.96 

92.92 

93.23 

92.85 

SVM 

1 

2 

3 
4 

5 

Mean 

97.50 

97.00 

97.50 
97.00 

97.50 

97.30 

97.39 

96.82 

97.53 
96.91 

97.49 

97.23 

97.53 

97.03 

97.72 
97.01 

97.30 

97.32 

97.30 

96.74 

97.46 
97.13 

97.82 

97.29 

DT 

1 

2 

3 
4 

5 

Mean 

82.50 

82.00 

82.50 
82.00 

83.00 

82.40 

82.70 

81.63 

82.01 
81.58 

81.94 

81.97 

82.67 

81.73 

82.50 
81.34 

82.52 

82.15 

83.43 

82.76 

82.38 
83.39 

83.48 

83.09 

NB 1 86.50 86.31 86.49 87.05 
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2 

3 
4 

5 

Mean 

87.00 

87.00 
86.50 

87.50 

86.90 

87.16 

86.53 
86.23 

86.65 

86.58 

87.82 

86.55 
86.59 

86.37 

86.76 

89.10 

88.04 
86.63 

88.30 

87.82 

RF 

1 

2 

3 
4 

5 

Mean 

96.50 

96.00 

96.00 
96.00 

96.00 

96.10 

96.20 

95.86 

95.86 
95.87 

96.02 

95.96 

96.04 

96.00 

95.96 
95.89 

95.94 

95.97 

96.47 

95.95 

95.95 
96.18 

96.14 

96.14 

AdaBoost 

1 
2 

3 
4 

5 

Mean 

97.00 
97.00 

96.50 
96.50 

97.00 

96.80 

96.88 
96.80 

96.33 
96.29 

96.99 

96.66 

96.92 
97.03 

96.34 
96.24 

97.18 

96.74 

96.98 
96.85 

96.49 
96.55 

96.98 

96.77 

XGB 

1 
2 

3 

4 
5 

Mean 

98.00 
97.50 

98.00 

97.50 
98.00 

97.80 

97.91 
97.35 

97.95 

97.45 
97.96 

97.72 

97.90 
97.38 

97.97 

97.64 
97.87 

97.75 

97.98 
97.47 

97.98 

97.49 
98.13 

97.81 

 

 

Fig. 15. Results of ML Models for GTZAN dataset. 

 

Fig. 16. Displays the confusion matrix of multiple ML models on the 

GTZAN dataset fold-1. 

 

Fig. 17. Displays the confusion matrix of multiple ML models on the 

GTZAN dataset fold-2. 
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Fig. 18. Displays the confusion matrix of multiple ML models on the 

GTZAN dataset fold-3. 

 

Fig. 19. Displays the confusion matrix of multiple ML models on the 

GTZAN dataset fold-4. 

 

Fig. 20. Displays the confusion matrix of multiple ML models on the 

GTZAN dataset fold-3. 
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According to Table V, the XGB model achieves high 
performance in the music classification when compared to 
other classifiers. The XGB achieved an average performance of 
97.80% for accuracy, 97.72% for F1 score, 97.75% for recall, 
and 97.81% for precision. Table VI shown comparison 
accuracy with the GTZAN dataset using XGB classifier. 

V. DISCUSSION 

One of the main objectives of this work is to evaluate the 
performance of proposed ML models using two different 
dataset: the collected dataset that the authors had gathered and 
the global GTZAN dataset. 

For the collected dataset  , the XGB model achieves high 
performance in the music classification when compared to 
other classifiers. The XGB achieved an average performance of 
99.54% for accuracy, 99.44% for F1 score, 99.41% for recall, 
and 99.51% for precision. 

By using GTZAN , According to Table VI, the XGB model 
achieves high performance in the music classification when 
compared to other classifiers. The XGB achieved an average 
performance of 97.80% for accuracy, 97.72% for F1 score, 
97.75% for recall, and 97.81% for precision. Table VI shown 
comparison accuracy with GTZAN dataset using XGB 
classifier. 

TABLE VI.  COMPARISON ACCURACY WITH GTZAN DATASET 

Reference Feature Model Accuracy (%) 

Liu, Caifeng, et al. [56] MEL spectrogram 
BBNN 
network 

93.9 

Nanni et al. [57] MEL spectrogram SVM 90.9 

Ghildiyal et al. [58] MEL spectrogram CNN 91.00 

Nakashika et al. [59] 
MEL spectrogram + 

GLCM 
CNN 72.00 

Yang et al. [60] MEL spectrogram CNN 90.7 

Freitag et al. [61] MEL spectrogram AuDeep 85.4 

Proposed Method using 

XGB 

MEL spectrogram + 

GLCM + HOG + 
LBP 

XGB 97.80 

VI. CONCLUSION AND FUTURE WORK 

ML techniques are beneficial for classification tasks, 
especially music genre classification, in which music is 
classified into different genres concerning its features. The 
objective of this paper is the classification of musical sound 
using ML techniques with texture features and Mel-
Spectrogram. In the methodology, the audio data was 
transformed into a Mel-spectrogram, then texture features were 
applied to extract the audio features, and finally, a 
classification task was carried out using six ML classifiers. We 
performed a complete comparison of six ML classifiers in this 
study. By using two different datasets, the experimental 
findings indicated that the XGB exhibited a high accuracy with 
an average performance of 97.80% for accuracy, 97.72% for 
F1 score, 97.75% for recall, and 97.81% for precision. 
Comparing the reviewed related works mainly implemented 
using various ML and DL algorithms, our method obtained 
higher accuracy on automatic classification for music. 

Future enhancements: Current work processes audio files 
that are 30 to 90 seconds long. More research should be 
conducted to handle audio of any length.as well as , 
Implementing music genre classification for other audio 
formats can be investigated, as the established ML models 
perform well for the (.WAV) format, but there are many other 
formats available, including MP3, FLAC, and others. 

Finally, in future work, the authors can combine CNN 
approaches with texture features to enhance computational 
efficiency, minimize processing time, and identify music 
subgenres. 
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