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Abstract—This study examines the impact of Large Language
Models (LLMs), such as ChatGPT, on the development of
academic critique skills among fourth-year Computer Science
undergraduates enrolled in a Ubiquitous Computing course.
The research systematically evaluates the differences between
student-authored critiques and those revised with the aid of
ChatGPT, utilizing established readability metrics such as the
Flesch-Kincaid Grade Level, Flesch Reading Ease, and Gunning
Fog Index. The findings highlight the potential of AI to enhance
readability and analytical depth, while also revealing challenges
related to dependency, academic integrity, and algorithmic bias.
These results extend implications across learning sciences, ped-
agogy, and educational technology, providing actionable insights
into leveraging AI to augment traditional learning methods and
enhance critical thinking and personalized education.
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I. INTRODUCTION

Generative AI, encompassing technologies such as Large
Language Models (LLMs) like ChatGPT, and advanced image
generation tools, is profoundly reshaping various facets of
the digital and real world. As educators and researchers, it
is essential to stay abreast of these advancements to enhance
our teaching methods and pedagogical tools, thereby enriching
both our own and our students’ skillsets.

This research delves into the specific application of LLMs,
focusing on ChatGPT, to assess its impact on developing
academic critique skills among Computer Science undergrad-
uates enrolled in a fourth-year Ubiquitous Computing course.
The core objective of this study is to evaluate and discern
the differences between student-authored critiques and those
augmented by ChatGPT’s assistance.

Through this investigation, we aim to highlight the poten-
tial of LLMs to bolster students’ critical thinking and writing
capabilities. This paper seeks to provide valuable insights into
how AI tools can be seamlessly integrated within educational
frameworks. Additionally, we explore the transformative role
of AI-driven tools in supporting student learning and enhancing
the personalized and engaging nature of academic critique
processes.

The remainder of this paper is structured as follows: The
next section offers a background on Generative AI, focusing on
the Transformer architecture, ChatGPT, its applications in ed-
ucation, and readability metrics. In Section III, we outline the
methods employed to investigate the effectiveness of ChatGPT

as a collaborative tool for supporting technical critique writing.
The findings from our quantitative and qualitative analysis are
presented in Section IV. Section V reflects on these findings
within a broader context, and Section VI concludes the paper
while highlighting potential future directions for this line of
research.

II. BACKGROUND

The rapid evolution of Generative AI has profoundly
transformed technological capabilities, significantly influenc-
ing societal interactions, business processes, and educational
methodologies. This section is divided into three main parts.
The first part delves into the key technologies that have driven
this transformation, highlighting their impact and implications.
The second part presents an overview of current applications of
Generative AI in the context of education, exploring how these
innovations are being integrated into teaching and learning
environments. The last section presents an overview of various
readability metrics commonly used in the assessment of text.

A. Foundations of Generative AI

Before 2017, Natural Language Processing (NLP) re-
lied heavily on architectures like Constitutional Neural Net-
works, Recurrent Neural Networks (RNNs), Gated Recur-
rent Units (GRUs), and Long Short-Term Memory networks
(LSTMs) [1]. These architectures were adept at processing
sequences and were widely used for various NLP tasks.
However, they often struggled with long-range dependencies
and were computationally intensive due to their sequential
nature, limiting their scalability and performance on larger
datasets [1].

NLP took a major leap forward in 2017 with the intro-
duction of the Transformer model by Vaswani et al. [2]. It
marked a paradigm shift in sequence modeling, emphasizing
the importance of self-attention mechanisms [2]. Essential for
developing models that require a complex understanding of
sequence data, such as those used in real-time language trans-
lation and interactive conversational agents, the Transformer
architecture has become a core component of many state-of-
the-art AI systems, influencing advancements across numerous
fields including healthcare, finance, and autonomous vehicles.

Following the Transformer’s success, Google AI’s BERT
(Bidirectional Encoder Representations from Transformers)
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Fig. 1. The Transformer – model architecture [2].

Fig. 2. BERT architectural model [3].

emerged as a significant advancement, leveraging the Trans-
former’s architecture (see Fig. 1) to enhance language un-
derstanding [3]. BERT revolutionized natural language under-
standing by employing a transformer-based mechanism that
processes words in the context of the entire sentence, rather
than in isolation [3]. This breakthrough has led to substantial
improvements in a range of language processing tasks, includ-
ing translation, text summarization, and sentiment analysis.
BERT’s architecture leverages a stack of transformer blocks
that feature two key components: multi-head self-attention
mechanisms and fully connected feed-forward networks. This
architecture enables the model to capture complex word re-
lationships and contextual nuances across different parts of
the text, facilitating more effective learning and prediction
capabilities compared to previous models. BERT is also trained
on a large corpus of text in a self-supervised manner using two
tasks: masked language modeling and next sentence prediction,
which help improve its language understanding. Fig. 2 presents
the BERT architectural model, illustrating its deep neural
network structure and attention mechanisms that contribute to
its powerful performance.

Building on BERT’s architecture, RoBERTa (Robustly Op-
timized BERT Approach) by Facebook AI modified key train-
ing methodologies to optimize performance [4]. Specifically,
RoBERTa is trained with dynamic masking, full-sentences
without NSPloss, large mini-batches, and a larger byte-level
BPE [4]. Additionally, RoBERTa includes two other important
components that were under-emphasized in the BERT archi-
tecture, namely: (1) the data used for pretraining, and (2) the
number of training passes through the data. The RoBERTa
model is trained on more data, with larger batches and longer
sequences. As a result, RoBERTa offers a significant improve-
ment in its language understanding capabilities, pushing the
boundaries of what AI can comprehend and respond to, thereby
setting new standards for model robustness and accuracy in
language tasks [4].

Since 2019, Hugging Face has emerged as a pivotal player
in democratizing AI through the development and maintenance
of the Transformers library, which provides a vast collection
of pre-trained models for a variety of NLP tasks [5]. This
open-source library has enabled researchers and practitioners
to easily implement cutting-edge models, fostering innovation
and accelerating the adoption of AI technologies across in-
dustries. Currently, there are over 200 different transformer
models available from Hugging Face: https://huggingface.co/
docs/transformers/index.

The Generative Pre-trained Transformer (GPT) series, de-
veloped by OpenAI, includes notable releases such as GPT-
2 in 2019, GPT-3.5 in 2022, and GPT-4 in 2023. Each
iteration has progressively expanded the scale and capabilities
of language models [6], [7]. With each version, there has
been a significant leap in sophistication; for instance, GPT-4 is
capable of producing text that closely mimics human writing
across a wide range of genres and styles. These advancements
underscore the creative potential of AI in generating coherent
and contextually relevant text. However, they also bring to
light critical ethical considerations, including concerns over
misinformation, copyright issues, and the autonomy of AI-
driven content creation.

Fig. 3 presents the architecture of the Generative Pre-
trained Transformer. The GPT architecture is built upon the
foundation of the Transformer model, which utilizes layers of
self-attention mechanisms to process text [5]. At the core of
the GPT architecture, as illustrated in the figure, is a series
of Transformer blocks stacked on top of each other. Each
block contains two main sub-layers: a multi-head self-attention
mechanism and a position-wise fully connected feed-forward
network.

Input embeddings, which convert tokens (words or pieces
of words) into vectors of numbers, are first modified by
positional encodings to retain the sequence order of the input
text. These embeddings then pass through the Transformer
blocks, where the self-attention mechanism allows the model
to weigh the importance of different words relative to each
other, regardless of their position in the text. This is followed
by normalization and feed-forward layers that help in refining
the representation with nonlinear transformations.

Each attention head in the multi-head attention layer com-
putes an attention score, which represents how much focus
to place on other parts of the input sentence as each word
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Fig. 3. The GPT Architecture [7].

is processed. The attention outputs are then combined and
linearly transformed into the expected dimensions. Dropout
layers are incorporated to prevent overfitting by randomly
omitting subsets of features during training. The entire process
within a Transformer block is designed to be differentiable so
that it can be efficiently trained using gradient descent-based
optimization.

This architecture enables GPT to generate text by pre-
dicting the next word in a sentence based on the words that
came before it, learning to generate coherent and contextually
relevant language over time. This capability makes GPT highly
effective for a range of applications from automated content
generation to sophisticated conversation simulations.

In 2020 Facebook AI Research published a paper on
Retrieval-Augmented Generation (RAG) which introduces an
approach that combines the generative capabilities of models
like GPT with the retrieval of factual information during
the generation process [8]. This methodology enhances the
model’s ability to produce relevant and accurate responses
by dynamically retrieving context from a vast corpus of data,
representing a significant advancement in efforts to bridge the
gap between human-like understanding and AI output. Some
examples of RAG models include:

1) Call centre agent support: Call centre agents require
extensive knowledge of potentially hundreds of products and
services, as well as commonly occurring product issues and
their resolution. RAG solutions could assist agents in quickly
finding answers to client requests.

2) Customer chatbots: RAG is strong enabler for creating
customer-facing chatbots to answer frequently asked questions.
Combining the natural language abilities of LLMs and the
enterprise-specific responses of RAG can deliver a compelling,
conversational customer experience.

3) Support / helpdesk: Similar to call centre agents, IT
operations and support personnel require deep knowledge of
the configuration of complex systems deployments along with
knowledge of common and previously seen issues and their
resolution. RAG solutions could assist support personnel with
quickly finding relevant answers to reported problems and
observed issues.

In the context of education, RAG offers transformative
potential for educational environments by enhancing person-
alization, efficiency, and interaction in learning processes [9].
By combining the generative capabilities of models like GPT
with dynamic information retrieval, RAG can create tailored
educational content, support research and writing, and enhance
interactive tutoring systems [8]. RAG’s ability to pull relevant
data from extensive knowledge bases allows it to generate ac-
curate, context-specific content, making it ideal for developing
personalized learning materials and dynamic assessment tools.
Additionally, its application in question-answering systems
can provide students with precise and informative responses,
thereby fostering a deeper understanding of the subject mat-
ter [8].

However, the integration of RAG into educational tools
must be approached with caution, addressing potential chal-
lenges such as ensuring the accuracy and reliability of content,
mitigating data biases, and upholding stringent privacy stan-
dards. Continuous collaboration with educators, careful dataset
curation, and rigorous testing are essential to leverage RAG’s
capabilities effectively while maintaining educational integrity
and compliance [9], [10].

B. ChatGPT in Education

ChatGPT, has been progressively integrated into educa-
tional contexts, showcasing potential across various teaching
and learning activities. This section explores its primary appli-
cations and the emerging studies surrounding its efficacy and
challenges in educational settings.

1) Automated content and assessment tools: ChatGPT ex-
cels in generating and customizing educational content such
as quizzes, reading materials, and assignments. It also offers
potential in preliminary assessments by providing feedback on
written assignments, which can be particularly beneficial in
managing large classes [11].

2) Tutoring and support: As an interactive tutor, ChatGPT
responds to student inquiries, assists with homework, and
explains complex concepts, offering personalized support out-
side traditional classroom settings. This 24/7 availability can
significantly enhance student learning, especially in subjects
requiring frequent practice or clarification, such as languages
and sciences [12].

3) Enhancing engagement and language learning: In dis-
cussions, ChatGPT can stimulate engagement by posing chal-
lenging questions or introducing diverse viewpoints. For lan-
guage learners, it serves as an invaluable practice tool, facili-
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tating conversation in various languages, which helps improve
linguistic fluency and cultural awareness [13].

4) Challenges and ethical considerations: Despite its ben-
efits, the deployment of ChatGPT raises concerns regarding
reliability, potential biases, and academic integrity. Misinfor-
mation, inherent biases from training data, and the potential for
students to misuse essay-writing capabilities require careful
consideration and regulation. Ensuring that these tools are
used to complement traditional educational methods rather
than replace them is crucial for maintaining the quality and
integrity of education [14].

The integration of these advanced Generative AI technolo-
gies in educational settings offers unprecedented opportunities
for enhancing teaching and learning. Educators are leveraging
these tools to develop more engaging and interactive learning
environments, tailor educational content to individual needs,
and foster critical thinking skills [9], [10]. However, this in-
tegration also poses challenges, including ensuring the ethical
use of AI in classrooms, protecting student data privacy, and
maintaining academic integrity.

C. Readability Metrics

The following set of established readability metrics are
important in the assessment of text difficulty, engagement, and
appropriateness for educational content.

1) Readability metrics used in educational assessments:
Understanding the readability of educational content is crucial
for tailoring materials to appropriate comprehension levels.
This study employs several established readability metrics
to evaluate the text complexity and accessibility of student-
generated critiques. Below is a detailed explanation of each
metric and its significance:

a) Flesch-kincaid grade level: Estimates the U.S.
school grade level needed to understand the text. Lower scores
indicate easier readability. A score of 12.0, for instance,
suggests that the text is suitable for twelfth graders or equiv-
alent [15]. The Flesch-Kincaid grade level is calculated with
the following formula:

0.39

(
total words

total sentences

)
+ 11.8

(
total syllables

total words

)
− 15.59 (1)

b) Flesch reading ease: Evaluates text simplicity based
on the average sentence length and the average number of
syllables per word. Scores range from 0 to 100, with higher
scores indicating easier readability. For example, texts scor-
ing between 60 and 70 are considered suitable for standard
reading, while a score in the range of 10.0 - 30.0 is ranked
at the ‘College graduate’ level, typically very difficult to read
and best understood by university graduates [16]. The Flesch
Reading Ease score is calculated as follows:

206.835− 1.015

(
total words

total sentences

)
− 84.6

(
total syllables

total words

)
(2)

c) Dale-chall readability score: Uses a list of familiar
words to assess the grade level. Higher scores indicate more
challenging text. A score of 9.0-10.0 suggests that the text is
best understood by college-level readers [17]. The Dale-Chall
readability score is calculated with the following formula:

0.1579

(
difficult words

words
× 100

)
+ 0.0496

(
words

sentences

)
(3)

d) Automated Readability Index (ARI): Uses characters
per word and words per sentence to estimate the grade level
required for comprehension. A score of 13.0 indicates that the
text is suitable for college freshmen [18]. The ARI score is
calculated:

4.71

(
characters

words

)
+ 0.5

(
words

sentences

)
(4)

e) Coleman liau index: Estimates the U.S. school grade
level necessary to understand the text, based on characters per
word and words per sentence. A score of 11.0-12.0 indicates
high school senior level complexity [19]. The Coleman–Liau
index is calculated with the following formula:

CLI = 0.0588 · L− 0.296 · S − 15.8 (5)

where L is the average number of letters per 100 words and
S is the average number of sentences per 100 words.

f) Gunning fog index: Estimates the years of formal
education needed to understand the text. A score of 16.0
suggests college graduate level difficulty [20]. The Index is
calculated as:

0.4

[(
words

sentences

)
+ 100

(
complex words

words

)]
(6)

g) Linsear write formula: Calculates the U.S. grade
level based on sentence length and the number of easy or
difficult words. A score of 8.0 means the text is suitable for
eighth graders [21]. (See [21] for the algorithm to compute the
Linsear Write value.)

h) SMOG index (Simple measure of gobbledygook):
Estimates the years of education needed to understand a text
based on the number of polysyllabic words. A score of 17.0
implies graduate-level readability [22]. SMOG is calculated
using this formula:

1.043

√
num of polysyllables ×

30

num of sentences
+ 3.1291 (7)

i) SPACHE score: Specifically designed for early read-
ers, assessing sentence length and word familiarity. A score
suitable for first to third graders would typically be below
4.0 [23]. This instrument is not suitable for upper level
undergraduate or graduate students.

These readability metrics collectively provide insights into
the accessibility of written content, ensuring that educational
materials are appropriately challenging yet understandable for
the intended audience.

2) Additional readability and quality metrics: Beyond tra-
ditional readability metrics like the Flesch Reading Ease and
Linsear Write Scores, other computational assessments such as
the Bilingual Evaluation Understudy (BLEU), Recall-Oriented
Understudy for Gisting Evaluation (ROUGE), and Metric for
Evaluation of Translation with Explicit Ordering (METEOR)
provide a broader evaluation of text quality, especially in con-
texts involving generative AI. BLEU measures the precision of
generated text against reference texts by comparing the overlap
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of phrases and their order, making it ideal for assessing transla-
tion accuracy and content generation tasks in educational tools.
This metric is widely used in machine translation to quantify
how closely machine-generated text resembles human-like
translations. Similarly, ROUGE is crucial for evaluating the
coverage and recall of summaries produced by AI, ensuring
that essential content is not omitted. It compares the extent
to which the generated summaries capture the content present
in a set of reference summaries, which is particularly useful
in the evaluation of text summarization systems. Meanwhile,
METEOR enhances evaluation by incorporating synonymy
and stemming, alongside exact word matching, providing a
balanced measure of fluency and intent preservation in gener-
ated text. Unlike BLEU, METEOR is designed to align more
closely with human judgment by accounting for the flexibility
in language use. Collectively, these metrics help in assessing
the suitability of AI-generated educational content, aligning
it with pedagogical goals and learner needs. Their application
ensures that educational tools powered by AI not only generate
content that is factually accurate but also presented in a manner
that is understandable and engaging for students.

In summary, both BLEU and METEOR are traditionally
utilized in machine translation to evaluate the alignment of
translated text against one or more reference texts. These
metrics quantify the extent of word and phrase overlap in
the machine-generated text relative to the reference texts.
Meanwhile, ROUGE assesses the quality of summaries by
measuring the overlap between a generated summary and refer-
ence summaries, focusing particularly on the recall of essential
content. However, in this study, there are no reference texts
available that would typically be required for these metrics
to function effectively. Consequently, traditional readability
metrics, which do not rely on reference texts, are deemed most
appropriate for evaluating the critiques created by the students.

In the next section, we present the methodology supporting
our investigation into the potential of LLMs to bolster students’
critical thinking and writing capabilities.

III. METHODOLOGY

This comprehensive study was implemented during the
Fall 2023 semester with fourth-year undergraduate students
enrolled in the Ubiquitous Computing (UbiCom) course in
the Computer Science department1. The methodology included
multiple components designed to rigorously evaluate the effec-
tiveness of AI-assisted academic critiques.

A. Participants

Participants were recruited through convenience sampling
through advertisements throughout the Computer Science
Club, course postings, and other mediums available at the
education institution. There were a total of 22 participants
involved in this study all in their final year of study in their
Honours Bachelor of Computer Science baccalaureate degree.
There were 5 females and 17 males; the minimum age was
21, the mean was 25, and the maximum age was 31.

1This research was approved by Sheridan’s Research Ethics Board No.
2023-10-001-022.

B. Detailed Process of Critique Assignment

Each week, students were assigned two academic papers
centred around pivotal UbiCom topics such as Smart Homes,
Smart Cities, IoT, and Wearable Technology. These topics
were chosen to ensure that students were exposed to diverse
applications and theoretical advancements within the field of
Ubiquitous Computing. The selection process involved curat-
ing papers that varied in complexity and scope, providing a
robust testbed for critique development. Seminal papers were
selected, such as, Mark Weiser’s ‘The computer for the 21st
century’ in 1999 [24]. Mark Weiser is often referred to as the
father of ubiquitous computing [7].

... Now we are in the personal computing era,
person and machine staring uneasily at each other
across the desktop. Next comes ubiquitous comput-
ing, or the age of calm technology, when technology
recedes into the background of our lives. —Mark
Weiser

Other papers provided a survey of the state-of-the-art in
a specific area (e.g., Smart Cities). For example, ‘Systematic
literature review of context-awareness applications supported
by smart cities’ infrastructures’ [25].

C. Baseline and AI-Assisted Critique Process

Initially, critiques were written individually, and indepen-
dently, without the assistance of any Generative AI assistance
(e.g., ChatGPT, Bing, etc.) to establish a baseline for each stu-
dent’s analytical and writing abilities. Students were then asked
to write critiques with the assistance of ChatGPT, following a
structured well-defined methodology. Students were also given
a 1-hour training session on effective prompt engineering and
how to objectively assess ChatGPT’s responses. This session
aimed to empower students with the skills needed to elicit
detailed and specific feedback from ChatGPT, enhancing their
ability to refine their arguments and writing clarity.

D. Continuous Feedback and Iteration

A critical component of the methodology was the con-
tinuous feedback mechanism. After each AI-assisted critique,
students received personalized feedback from both the course
instructor and the AI, highlighting areas of improvement and
success. This feedback loop was essential for guiding students’
development over the semester and for refining the use of AI in
the critique process. The students were asked to elicit feedback
from ChatGPT at most 3 times. Please see the Appendix for
the full details of the assignment.

E. Comprehensive Evaluation Metrics

The assignments were evaluated using a combination of
quantitative and qualitative metrics, as described below.

1) Quantitative metrics: The core metrics were the read-
ability tests. A suite of these tests were applied to each critique,
providing a multifaceted view of how readability evolved with
AI integration. This included advanced readability formulas
that assessed not only text difficulty but also engagement and
grade-appropriateness of the content.
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Additional metrics collected and analyzed included the
critiques’ length, structure, and complexity changes from base-
line to AI-assisted versions. The specific readability metrics
computed were: Flesch-Kincaid Score, Flesch Reading Ease,
Dale Chall Readability Score, ARI Score, Coleman Liau Index
Score, Gunning Fog Score, Linsear Write Score, and SMOG
Score.

a) Statistical analysis: Statistical analyses were per-
formed on the readability data collected. Standard descriptive
statistics were computed. Furthermore, we aimed to determine
if there were any statistical differences over time in the read-
ability scores, both between and within the groups: ‘student-
authored only’ and ‘student-and-ChatGPT-co-authored’ cri-
tiques. These comparisons were made by examining the
weekly critiques for most of the term. Due to the non-
parametric nature of the data, one-way repeated measures
ANOVAs using the Friedman test were computed.

2) Qualitative metrics: Evaluations were further deepened
by analyzing the critiques for argumentative depth, logical
coherence, and the use of evidence, which were scored using
a rubric developed specifically for this course.

a) Educational outcomes monitoring: Beyond the cri-
tique process, the study monitored broader educational out-
comes, such as student engagement, perceived ease of com-
pleting assignments, and overall satisfaction with the learning
process. Surveys and interviews were conducted at the begin-
ning, middle, and end of the semester to capture students’
attitudes towards the use of AI in their learning process.

b) Ethical considerations and bias monitoring: Given
the use of AI in educational settings, the study also addressed
ethical considerations, particularly concerning the dependence
on technology and the potential for AI to introduce biases into
the students’ work. Measures were put in place to monitor and
mitigate any adverse effects, ensuring that the AI’s integration
was both responsible and beneficial.

IV. FINDINGS

This section presents the qualitative and quantitative find-
ings from this study.

A. Quantitative Findings

The following section provides an overview of the key find-
ings from using ChatGPT to support co-authoring of academic
critiques based on the readability scores for ‘student authored’
vs. ‘student and ChatGPT co-authored.’ Table I presents a
comprehensive report of the readability analysis including
standard descriptive statistics for ‘student authored’ critiques
for the entire term (i.e., weeks 1-8). Each entry represents the
group mean for that specific week for the respective readability
metric.

It can be seen that the readability generally decreased as
the term went on. This was particularly evident for the Flesch
Reading Ease which started at 34.74 and declined to 24.32 at
the end of the term (week 8). When referencing the mean, the
readability levels across the entire group and the term, were:
Flesch-Kincaid Score: 14.01 (college/university level), Flesch
Reading Score: 30.24 (college/college graduate), Dale Chall:

11.38 (graduate level), ARI: 14.72 (college level), Coleman-
Liau: 14.86 (graduate level), Gunning Fog: 16.21 (college
senior), Linsear: 15.44 (college senior), and SMOG: 15.39
(undergraduate).

Table II presents the readability analysis including standard
descriptive statistics for ‘student and ChatGPT co-authored’
critiques for the term.

A similar pattern emerged as in Table I. The Flesch
Reading Ease started at 26.88 and declined to 15.50 by week
8. Using the mean of the readability scores across the group
yielded the following results: Flesch-Kincaid Score: 14.89
(college/university level), Flesch Reading Score: 23.46 (college
graduate), Dale Chall: 11.97 (graduate level), ARI: 15.65
(college level), Coleman-Liau: 16.17 (graduate level), Gunning
Fog: 17.16 (college senior), Linsear: 15.87 (college senior),
and SMOG: 16.00 (undergraduate).

Fig. 4 presents the weekly ‘student authored’ readability
score analysis over the term. The most obvious pattern is
the Flesch Reading score which shows a general decreasing
trend throughout the term. The other readability scores were
relatively consistent throughout the term.

Fig. 4. weekly ’student authored’ critique readability score analysis over the
term.

Fig. 5 displays the weekly readability score analysis for
critiques co-authored by students and ChatGPT over the term.
Similar to the trends observed in Fig. 4, the most notable
pattern is the general decline in the Flesch Reading Ease
score throughout the term. Other readability metrics remained
relatively stable over the period.

Statistical Analysis and ANOVA Results Prior to perform-
ing the ANOVAs, we verified the necessary assumptions to
ensure the appropriateness of the statistical models. These
assumptions included the independence of observations, nor-
mality of the data distributions, and homogeneity of variances.
The Shapiro-Wilk test was used to confirm normality [26],
and Levene’s test was applied to assess the homogeneity of
variances [27].
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TABLE I. COMPREHENSIVE READABILITY METRICS WITH STANDARD DESCRIPTIVE STATISTICS FOR STUDENT AUTHORED CRITIQUES (WEEKS 1-8)

Week Flesch-Kincaid
Score

Flesch Reading
Ease

Dale Chall
Readability Score

ARI
Score

Coleman Liau
Index Score

Gunning
Fog Score

Linsear
Write Score

SMOG
Score

1 13.54 34.74 11.00 13.98 13.57 16.37 15.63 15.04
2 14.02 29.87 11.53 14.89 15.14 16.52 15.49 15.41
3 14.06 30.52 11.25 14.76 14.70 16.23 15.80 15.71
4 13.97 31.38 11.51 14.62 14.45 15.77 15.63 15.61
5 13.52 32.65 11.28 14.14 14.47 15.63 14.63 15.26
6 13.97 28.79 11.70 14.75 15.47 16.24 14.85 15.24
7 14.15 29.69 11.40 15.03 15.09 16.44 15.72 15.53
8 14.83 24.32 11.39 15.59 15.99 16.51 15.73 15.34

Min 13.52 24.32 11.00 13.98 13.57 15.63 14.63 15.04
Max 14.83 34.74 11.70 15.59 15.99 16.52 15.80 15.71
Mean 14.01 30.24 11.38 14.72 14.86 16.21 15.44 15.39

Std Dev 0.41 3.05 0.21 0.50 0.74 0.34 0.44 0.22

TABLE II. COMPREHENSIVE READABILITY METRICS WITH STANDARD DESCRIPTIVE STATISTICS FOR STUDENT AND CHATGPT CO-AUTHORED
CRITIQUES (WEEKS 1-8)

Week Flesch-Kincaid
Score

Flesch Reading
Ease

Dale Chall
Readability Score

ARI
Score

Coleman Liau
Index Score

Gunning
Fog Score

Linsear
Write Score

SMOG
Score

1 14.65 26.88 11.65 15.26 15.12 17.44 16.33 16.40
2 15.02 22.79 12.06 15.88 16.38 17.65 16.18 16.14
3 15.26 20.96 12.18 16.07 16.64 17.48 16.24 16.59
4 14.90 24.95 12.00 15.62 15.62 16.82 16.29 16.29
5 14.01 27.51 11.75 14.75 15.77 16.06 14.44 15.39
6 14.52 24.61 12.09 15.23 16.12 16.96 15.16 15.59
7 14.71 24.49 11.93 15.54 16.11 16.91 15.73 15.96
8 16.06 15.50 12.09 16.85 17.56 18.00 16.55 15.65

Min 14.01 15.50 11.65 14.75 15.12 16.06 14.44 15.39
Max 16.06 27.51 12.18 16.85 17.56 18.00 16.55 16.59
Mean 14.89 23.46 11.97 15.65 16.17 17.16 15.87 16.00

Std Dev 0.60 3.83 0.18 0.63 0.73 0.60 0.72 0.43

Fig. 5. Weekly ‘student and chatGPT Co-Authored’ critique readabilty score
analysis over the term.

After confirming these assumptions, ANOVAs were con-
ducted for each readability metric to determine if there were
statistically significant differences between critiques authored
solely by students and those co-authored with ChatGPT. The
results are as follows:

• Flesch-Kincaid Score: Significant difference;
F (1, 14) = 11.974, p = 0.003.

• Flesch Reading Ease: Significant difference;
F (1, 14) = 15.356, p = 0.0015.

• Dale Chall Score: Significant difference; F (1, 14) =
34.994, p < 0.0001.

• ARI Score: Significant difference; F (1, 14) = 10.558,
p = 0.005.

• Coleman Liau Index: Significant difference;
F (1, 14) = 12.609, p = 0.003.

• Gunning Fog Score: Significant difference; F (1, 14) =
15.076, p = 0.001.

• Linsear Write Score: No significant difference;
F (1, 14) = 2.050, p = 0.174.

• SMOG Score: Significant difference; F (1, 14) =
12.707, p = 0.003.

The results indicate that for all metrics except the Linsear
Write Score, there were statistically significant differences be-
tween the student-authored and ChatGPT co-authored critiques
over the eight weeks. These findings suggest that the integra-
tion of AI like ChatGPT in the writing process significantly
influences the readability and possibly the quality of student
critiques.
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Interestingly, the decrease in readability scores over time,
especially in measures like the Flesch Reading Ease, might
reflect a transition towards more complex academic language.
This trend could be attributed to the students’ exposure to
high-quality academic literature and their advancement in
understanding and synthesizing complex concepts. It appears
that as students engaged with seminal works and sophisticated
material, their ability to emulate academic rigour in their
own writing improved, leading to the production of text that,
while potentially more challenging for lay readers, aligns
more closely with fourth-year undergraduate and graduate-
level standards. This evolution in writing style underscores
the effectiveness of AI tools in fostering higher-order cog-
nitive skills, including critical analysis and academic writing
prowess.

1) Individual student performance observations: Deeper
investigations on specific participants yielded some interest-
ing results. The following examples illustrate these findings.
Participant #23: Flesch Reading Ease: In one critique, the score
improved from a very low 4.728 to a higher 10.666. This is a
significant improvement in readability, suggesting that the co-
authoring process made the document more readable. Gunning
Fog Score: In the same document, the score changed from
19.783 to 18.669 with the assistance from ChatGPT. This
indicates a reduction in sentence complexity, contributing to
better readability.

Participant #22: Flesch Reading Ease: For one critique, the
score dropped slightly from 36.667 to 32.726. While this is a
decrease, it’s still within a range that suggests good readability,
possibly indicating a more balanced approach to complexity
and readability in the co-authored version.

Participant #3: Flesch Reading Ease: Improved from
23.316 to 27.886 in one document, indicating an increase in
readability. Linsear Write Score: Decreased from 13.115 to
12.538, which points towards simpler sentence structure.

B. Qualitative Observations

In several cases, the co-authored documents show an im-
provement in readability scores, suggesting that ChatGPT can
help in making complex academic content more accessible.

Conversely, there are instances where the complexity of
the documents increased, possibly reflecting a deeper level of
analysis or more advanced vocabulary and sentence structures
due to the academic nature of the critiques. Some documents
show a balance between maintaining academic rigour and
ensuring readability, which is crucial in educational settings.

V. DISCUSSION

The results of this study underscore significant implica-
tions for integrating AI, specifically Large Language Models
like ChatGPT, into educational settings. The data reveal a
discernible trend of fluctuating readability scores throughout
the semester, suggesting that while AI tools can enhance
the readability of academic critiques, their effectiveness may
vary based on the complexity of the assignments and the
adaptability of students.

A. Interpretation of Quantitative Findings

The quantitative analysis shows that readability scores,
such as the Flesch Reading Ease and Flesch-Kincaid Grade
Level, generally declined as the semester progressed. This
trend could reflect the increasing complexity of the topics
covered in the assignments, requiring a higher cognitive load
from students, which might impact their writing clarity when
attempting to articulate complex ideas.

Additionally, the decline in readability might also be at-
tributed to a natural evolution in students’ writing abilities.
Exposure to complex texts is crucial in academic settings as
it significantly correlates with improved analytical skills and
academic writing proficiency, as discussed in the study by
Graesser et al. [28].

This perspective is further supported by cognitive load
theory. Engaging with sophisticated texts can enhance cog-
nitive and analytical skills in higher education students, sup-
porting the notion that challenging materials promote aca-
demic rigour [29]. The methodology of this study, through
its iterative approach, encouraged students to use ChatGPT
wisely by reflecting on the AI’s suggestions and revising their
critiques accordingly. This approach may have impacted the
development of cognitive skills such as critical thinking and
academic writing.

Furthermore, a study by O’Sullivan et al. (2020) demon-
strated the impact of AI tools on learning, suggesting that tools
like ChatGPT can foster critical thinking and academic writing
skills [30].

Moreover, the statistical analysis employing ANOVA re-
vealed significant differences in readability metrics between
critiques authored independently by students and those co-
authored with ChatGPT. This result highlights AI’s potential
to distill complex articles into more accessible academic
language, thereby enhancing the accessibility of the critiques.
However, it also emphasizes the need for careful integration
of these tools to preserve content depth and ensure analytical
rigour.

A potential concern with the observed decrease in readabil-
ity scores could be an over-reliance on AI tools, which might
lead to less critical engagement with the material and result
in more convoluted expressions in student writings. However,
this issue was not observed by the instructor during class work,
class discussions, or in the grading of the students’ critiques.

B. Qualitative Insights and Student Engagement

Qualitatively, the data indicated significant variation in
individual student experiences, with some students demonstrat-
ing marked improvements in writing clarity and others show-
ing increased complexity in their expression. This variance
suggests a need for tailored approaches in AI integration that
consider the individual profiles and needs of students.

C. Challenges and Ethical Considerations

The study also highlights several challenges and ethical
considerations. The potential dependency on AI tools raises
concerns about the ability of students to develop independent
critical thinking skills. Balancing the use of AI for educational
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benefits while ensuring that students remain the primary agents
in their learning processes is crucial. Moreover, ethical issues
related to data privacy, bias in AI algorithms, and the au-
thenticity of student work require ongoing attention and the
development of robust regulatory frameworks.

D. Educational Implications and Future Directions

This research contributes to the ongoing discourse on the
role of AI in education by providing empirical evidence of
its benefits and limitations. Future research could explore the
long-term impacts of AI integration on student learning out-
comes through longitudinal studies. Additionally, investigating
diverse educational settings and varied student demographics
could help generalize the findings and tailor AI educational
tools more effectively.

Overall, AI offers substantial opportunities for enhancing
educational practices, but its integration must be managed
judiciously to complement traditional learning methods and
support the holistic development of students’ critical and
analytical skills.

VI. CONCLUSION

This study explored the impact of integrating ChatGPT into
academic critique writing, highlighting notable improvements
in the writing quality and analytical depth across various
metrics. The results affirm the potential of AI tools to not
only enhance traditional educational methods but also to per-
sonalize and enrich learning experiences for both educators
and students.

However, the study’s limitations, including its small sample
size and the demographic homogeneity of the participants,
caution against broad generalizations of these findings. The
short duration of the study also limits insights into the long-
term effects of AI integration in educational settings. Future
research should, therefore, expand these investigations across
more diverse educational contexts and over longer periods
to better understand the enduring impacts of AI on learning
outcomes. It is also essential to address the ethical challenges
associated with AI use in education, such as ensuring data
privacy and managing the risk of academic dishonesty, through
the development of robust ethical frameworks and guidelines.

In an effort to support ongoing research and foster an open
academic environment, we have made the following resources
available:

• our Jupyter notebook that utilizes Python for reading
Microsoft Word documents (i.e., critiques) and
computing readability metrics is available at https:
//bitbucket.org/ed sykes team/workspace/overview/.
This notebook employs various Python libraries
including os, csv, aspose.words (available
at https://products.aspose.com/words/), re,
the Readability framework (available at
https://pypi.org/project/readability/), and statistics
to facilitate analysis.

• An Excel workbook containing anonymized data from
weeks 1-8, complete with standard descriptive statis-
tics and complete ANOVA statistical analysis results,
can be accessed here: https://bitbucket.org/ed sykes
team/workspace/overview/.

A. Future Research

As AI continues to integrate into educational landscapes, it
is imperative for educators, researchers, and policymakers to
adopt a balanced approach to its use. This approach should aim
to ensure that AI complements traditional teaching methodolo-
gies, enhancing educational outcomes while safeguarding the
integrity and rigour of academic processes.

The sample size in this study was very small, comprising
only 22 participants. Future work should include larger and
more diverse samples to cross-validate the findings. Addition-
ally, this study spanned only one semester; future research
should consider extending the duration to several semesters
or even academic years to assess the long-term effects on stu-
dent learning outcomes. Conducting such longitudinal studies
would yield a more comprehensive dataset.

Lastly, while this paper briefly addressed ethical questions
about AI in education, further research is needed to elaborate
on measures that could minimize potential biases and ensure
academic integrity. Such efforts would pave the way for
establishing practical guidelines for educators.
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APPENDIX

Weekly Assignment Overview

✓ Every week you need to read the required readings (selected articles)

✓ Write two 1-2 page critiques on any 2 of the selected articles for each topic

✓ Use MS word; double spaced, times new roman, font size 12

✓ Note: A sample critique document is provided on the course website.

Critique Paper Structure:

Title Page
A critique of “<title of paper> by <author(s)>”

By: <your name, student #, course code, etc.>

Summary: The section should summarize the purpose, methodology, and main findings of the paper.

Critique: This section should critically examine the paper, identify the pros and cons, limitations, and achievements. Your
critique should be objective and factual. There are many sites that can guide you in writing a critique (e.g., University of
Calgary, University of Michigan, etc.)

Questions: List 2-4 questions that you have about the paper. The intention is that you can raise these questions during the
Discussion period after the Ubicom Topic Presenters give their talk.

Create two versions for each of your critiques:

1) Student Authored Version: Without any writing assistance, create a critique of the academic paper by yourself; and
2) ChatGPT Co-authored version: Using ChatGPT, ask it to review your critique and provide suggestions for improvement.

Reflect on the prompt engineering sessions you had with the instructor and use these suggestions to revise your critque
based on your judgement. Repeat this process up to 3 times.

Submission Instructions:

1) Submit these two versions to the course website using the following naming convention for your files:
‘Name Week X Critique 1 Student Authored Only.docx’
‘Name Week X Critique 1 Student ChatGPT co authored.docx’

‘Name Week X Critique 2 Student Authored Only.docx’
‘Name Week X Critique 2 Student ChatGPT co authored.docx’

2) Print out a hardcopy of critiques and bring them to class so that you can refer to it during the discussion portion of the
class. At the end of the class, hand them to the professor.
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