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Abstract—To improve the performance and efficiency of 

multimedia network data fusion system, this study proposes an 

improved sparrow search algorithm on the ground of 

reinforcement learning algorithm and sparrow search algorithm, 

and improves the multimedia network data fusion model on the 

ground of this algorithm. A performance comparison experiment 

was conducted on the improved sparrow search algorithm, and it 

was found that the algorithm entered a convergence state after 380 

iterations in a unimodal function. Its time consumption is lower 

than other comparison algorithms, and it has not fallen into the 

local optimal situation after 500 iterations in the multimodal 

benchmark function. Its performance is significantly superior to 

other comparison algorithms. Moreover, the study conducted 

relevant experiments on the multimedia network data fusion 

model and found that the F1 value output by the model was 0.37, 

with an accuracy of 92.4%, which is higher than other data fusion 

models. And the mean square error of this model reaches 0.52, and 

the processing time is 0.1 seconds, which is lower than other 

comparative data fusion models. The quality of output data and 

data processing efficiency of this model are better. The relevant 

outcomes demonstrate that the improved sparrow search 

algorithm possesses good global search and convergence 

performance. And the improved multimedia network data fusion 

model has better accuracy and efficiency, and has good practical 

application value. This study can provide reference and reference 

for multimedia network data fusion systems. 
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I. INTRODUCTION 

As the boost of the Internet and mobile communication 
technology, the generation and transmission of multimedia data 
are showing an explosive growth trend. These data include 
various forms such as images, audio, and video, which have had 
a huge impact on people's lives and work. However, they also 
pose new challenges to the efficient and fast transmission of 
data [1]. The multimedia network data fusion model (DFM) can 
integrate and analyze data from different media and sources, 
helping people obtain more comprehensive information and 
reducing unnecessary data consumption [2]. However, data 
from different media have different characteristics and 
expressions, and the scale of multimedia network data is 
enormous, posing great challenges to the efficiency of 
processing and analysis [3]. Sparrow Search Algorithm (SSA), 
as a heuristic search algorithm, can optimize feature selection 
and fusion in multimedia data fusion. Reinforcement learning 
algorithms can achieve adaptive adjustment of SSA parameters 
and select the best fusion strategy in multimedia data fusion. 
Although various data fusion algorithms have been proposed, 
such as Particle Swarm Optimization (PSO), Bat Algorithm 

(BA), and Adaptive Fusion Spanning Tree (AFST), these 
methods still have limitations in terms of real-time performance, 
accuracy, and global search capability. Especially in the context 
of the rapid growth of multimedia data and the diversification 
of data types, existing technologies are unable to meet the 
growing demand for data processing. In addition, there are few 
attempts in existing research to combine sparrow search 
algorithm with reinforcement learning algorithm to improve 
data fusion performance [4-5]. Therefore, this research 
proposes the construction of a multimedia network DFM that 
integrates SSA and reinforcement learning, and constructs a 
data fusion system on the ground of this to improve the 
effectiveness and performance of multimedia network data 
fusion. The core issue of the research is how to improve the 
performance and efficiency of the multimedia network data 
fusion system. The purpose of the research is to develop an 
efficient multimedia network data fusion system to address the 
challenges of the current surge in data volume and 
diversification of data types. To achieve this goal, a method 
combining SSA and reinforcement learning algorithms was 
proposed, and an improved Sparrow Search Algorithm (ISSA) 
was created. The research aims to improve the performance and 
efficiency of the ISSA algorithm in processing and analyzing 
large-scale multimedia data by integrating it into the 
multimedia network data fusion model. This not only includes 
improving the accuracy of data fusion, but also involves 
optimizing data processing speed to ensure that valuable 
information can be quickly and effectively extracted from large 
amounts of complex data. The relevance of the research is 
reflected in the following aspects: Firstly, with the widespread 
application of multimedia data in various fields such as social 
media, online education, remote healthcare, etc., the accuracy 
and efficiency of data fusion directly affect the quality of 
decision-making and user experience. Secondly, with the 
promotion of the Internet of Things and 5G technology, the 
amount of data will further increase, which puts higher 
demands on data fusion technology. Finally, the advancement 
of data fusion technology is of great significance for promoting 
technological innovation and industrial development in related 
fields. 

The study first provides a brief overview of the current 
status of multimedia network data fusion technology, then 
clearly points out the limitations of the existing technology, and 
proposes improvement solutions. Through empirical 
experiments, the study has demonstrated the superior 
performance of improved algorithms and models in processing 
multimedia network data, including higher accuracy, faster 
processing speed, and better global search capability. These 
achievements not only address the challenges faced by existing 
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technologies, but also provide new directions for the 
development of multimedia network data fusion. 

II. RELATED WORK 

As the boost of science and technology, optimization 
algorithms is widely applied in various fields. To select the 
optimal parameters for proton exchange membrane fuel cell 
stacks and improve their performance, Zhu et al. proposed an 
adaptive sparrow search algorithm and applied it to parameter 
identification. Then, the study conducted performance 
verification experiments on this method and found that the 
adaptive sparrow search algorithm can reduce the square error 
of the battery stack voltage, and the computational efficiency of 
this algorithm was better than other algorithms [6]. In response 
to the issue of insufficient accuracy in predicting rubber fatigue 
life, Wang et al. proposed an optimized rubber life prediction 
model on the ground of an ISSA to verify its effectiveness. The 
validation results found that the model has better prediction 
accuracy, convergence speed, and stability performance than 
traditional models [7]. To solve the problem of neglecting 
indicator weights in the dynamic priority scheduling algorithm 
of the power system, Meng et al. proposed an improved 
dynamic priority scheduling algorithm on the ground of 
improved reinforcement learning and verified its performance. 
The relevant results found that the improved algorithm has a 
faster learning speed compared to traditional algorithms, and it 
also achieved optimization of weight parameters, reducing 
scheduling costs [8]. To achieve observability and ease of 
operation of calibration parameters, Nobre et al. proposed a 
calibration assistance model on the ground of reinforcement 
learning and conducted empirical experiments on the model. 
The relevant results found that the model is applicable to 
positioning and drawing on multiple platforms, and has lower 
requirements for professional operations compared to 
traditional models [9]. 

The progress of science and technology has also brought 
about explosive growth in data, and there is currently an 
increasing amount of research on data fusion. For enhancing the 
accuracy and robustness of the integrated navigation system, 
Mai et al. presented a multi-source collaborative positioning 
system on the ground of an adaptive Kalman filter and 
conducted performance simulation experiments on the system. 
The relevant outcomes showcased that the navigation and 
positioning performance was markedly enhanced compared to 
traditional fonts [10]. To achieve the static gesture recognition 
function of Kinect camera depth maps, Sharma et al. proposed 
feature extraction and data fusion on the ground of static gesture 
datasets, constructed a gesture recognition model, and validated 
the model. The relevant outcomes showcased that the 
recognition accuracy of this model can reach 95.7%, which 
possesses the value in practical application [11]. For the 
difficulty in reconstructing the pseudo static displacement of 
the low-frequency part of the moving load, W et al. proposed a 
pseudo static displacement reconstruction model on the ground 
of acceleration and response data fusion to verify its 
effectiveness. The relevant results found that this model can 
improve the accuracy and accuracy of the reconstruction results 
compared to traditional models [12]. To address the occurrence 
of tilt events in the Linz Donawitz steelmaking converter, De et 
al. proposed a tilt event warning model on the ground of sensor 

data fusion technology to verify its effectiveness. The relevant 
results found that the model can improve alarm accuracy and 
improve the reliability of the anti collapse system [13]. 

In summary, research on data fusion is becoming 
increasingly mature. However, there is still limited research on 
improving the SSA using reinforcement learning algorithms 
and combining this optimization algorithm with a multimedia 
network DFM to construct a multimedia network DFM for SSA 
and reinforcement learning. Therefore, this study constructs a 
multimedia network DFM on the ground of SSA and 
reinforcement learning to efficiently handle data fusion 
problems in multimedia networks and improve the accuracy of 
data fusion. 

III. CONSTRUCTION OF A DFM INTEGRATING SSA AND 

REINFORCEMENT LEARNING 

To facilitate the normal transportation of multimedia 
network data faster and more efficiently, and to efficiently 
process multimedia network data, this study constructs the 
ISSA on the ground of SSA and reinforcement learning 
algorithm. Then it applies the algorithm to the multimedia 
network DFM to improve its data fusion quality and data 
processing efficiency. 

A. SSA Algorithm on the Ground of Reinforcement Learning 

Optimization 

At present, multimedia network DFMs often suffer from 
inaccurate information fusion and slow processing speed when 
dealing with large-scale unstructured or nonlinear data. This 
study proposes to integrate sparrow search algorithm with 
reinforcement learning algorithm to construct an ISSA on the 
ground of reinforcement learning algorithm, thereby improving 
the processing speed of multimedia network data models. SSA, 
as a swarm intelligence optimization algorithm on the ground 
of sparrow food search behavior, has good applicability in 
solving complex nonlinear optimization problems [14-16]. The 
process of SSA is shown in Fig. 1. 
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Fig. 1. Flow of the SSA. 

As shown in Fig. 1, firstly, the SSA sets parameters like the 
size, maximum of iterations, and producer ratio of the sparrow 
population, and initializes the sparrow population. 
Subsequently, the SSA calculates the fitness values of all 
sparrows in the population and sorts their fitness values in order 
of size. The formula for calculating the fitness matrix of 
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sparrows is shown in (1). 
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In Eq. (1), x  represents sparrow. 
ΧF  represents the 

vector matrix of sparrow fitness values. Χ  represents the 
vector matrix of sparrows. 

iΧ  represents the row vector of 

sparrow position. 
if(Χ )  represents the fitness value of 

sparrows. N  serves as the population size of sparrows. d  

represents the dimension of the variable. The SSA sorts the 
fitness values on the ground of the fitness matrix to determine 
the individuals with the best and worst fitness values. 
Individuals with high fitness values become producers in the 
population, responsible for searching for areas and directions 
for the population. Their relevant formula is shown in Eq. (2). 
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In Eq. (2), t  serves as the quantity iterations.   serves as 
a random number, located between [0,1]. W  serves as the 

warning value. ST  serves as the safety value, located between 

[0.5,1]. 
randN  represents a normally distributed random 

number. L  represents the dimension matrix. The calculation 
formula for the accompanying position update is illustrated in 
Eq. (3). 
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In Eq. (3), 
worstX  represents the worst-case position. 

bestjX
 represents the optimal position. A  is a matrix, with an 

initial value typically of 1 or -1. TA  is the transposition of A . 

The relevant formula is shown in Eq. (4). 
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In Eq. (4),   is a constant. ( )bestjX t  serves as the optimal 

position.   represents the step size control parameter, gf  

serves as the best fitness. 
wf  represents the worst fit. After 

updating the relevant position, it counts and sorts the individual 
fitness values again until the iterations' maximum is achieved. 

According to the SSA calculation principle, the SSA mainly 
improves search performance through information exchange 
between individuals, and is prone to falling into local optima. 
The Q-learning algorithm, as a reinforcement learning 
algorithm, has good applicability, convergence, and 
generalization ability in discrete space problems. Applying Q-
learning algorithm to SSA can improve the optimal search 
strategy of SSA, improve its convergence speed, and achieve 
adaptive parameter adjustment of SSA. The basic principle of 
the Q-learning algorithm is showcased in Fig. 2. 

Good Q table
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Update Q

 

Fig. 2. Q. Basic principle of the learning algorithm. 

Fig. 2 showcases that the Q-learning algorithm can use a 
value function to calculate the cumulative reward for adopting 
an action strategy in a certain state. The relevant calculation is 
shown in Eq. (5). 

2
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In Eq. (5), R  represents the reward value.   represents 

the discount factor. V represents the state function.   

represents the state.   represents the action strategy. The 
reinforcement learning is for finding the optimal strategy to 
maximize the state function. The relevant calculation is 
demonstrated in Eq. (6). 

* ( ) max ( )V s V s 
               (6) 

In Eq. (6), *  represents the optimal strategy. The Q-

learning algorithm can define the state action value as a 
function ( , )Q s a

. It represents the accumulated discount 

reward obtained when adopting a strategy. The calculation 
formula is shown in Eq. (7). 
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In Eq. (7), a  represents a specific action. At this point, the 
relevant calculation is showcased in Eq. (8). 

* *( ) max ( , )V s Q s a
 

           (8) 

The update formula for the Q-value function is shown in 
Eq. (9). 

'
( , ) ( , ) ( max ( ', ') ( , ))

a
Q s a Q s a r Q s a Q s a        (9) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 9, 2024 

649 | P a g e  

www.ijacsa.thesai.org 

In Eq. (9),  represents the Q learning rate. r  represents 

the current reward. 's  represents the state of the next decision. 

's  represents the action of the next decision. 
'

max ( ', ')
a

Q s a  

serves as the maximum cumulative reward value after updating 
the status. In addition, this study also utilizes a random walk 
strategy for enhancing the SSA and avoiding local optima. The 
calculation formula for the random walk process is shown in 
Eq. (10). 
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In Eq. (10), 
maxt  serves as the maximum of iterations. 

cussum  serves as the cumulative sum. k  serves as a random 

function. In addition, to ensure that the population walking area 
in the sparrow algorithm is within the feasible range, the 
calculation formula for sparrow position update is shown in 
Eq. (11). 
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In Eq. (11), 
maxX  serves as the maximum value. 

minX  

serves as the minimum. 
max '( )X t  serves as the maximum as 

the iterations is t . 
min '( )X t  serves as the minimum as the 

iterations is t . This study utilizes Q-learning algorithm to 
improve the SSA, so that the SSA will decide the next action 
on the ground of the current state and reward signal. If an action 
leads to a better state and reward signal, it will repeat the action 
in the future when encountering similar states, otherwise avoid 
the action. The optimized SSA process is shown in Fig. 3. 
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Fig. 3. The ISSA flow. 

As shown in Fig. 3, this study first sets the parameters of the 
sparrow algorithm, defines the search direction as spatial 
actions, defines fitness as a reward function, and initializes the 
population and Q table. Subsequently, it enters the search 
process and calculates the fitness value of the sparrow 

population. During the search, the algorithm will select an 
action on the ground of the current state and Q table, and 
execute this action. The Q-learning algorithm updates the Q-
table on the ground of the status and reward values after 
executing the action. When the Q value in the Q table converges, 
a random walk strategy is added for updating the global optimal 
position and improve its search ability. After obtaining the 
updated sparrow population position, it sorts the fitness values 
again. If a population with a higher fitness value appears after 
the update, it updates the optimal solution. Otherwise, it 
maintains its current optimal solution until reaching the 
maximum number of iterations. 

B. Improved Multimedia Network DFM on the Ground of the 

ISSA 

Data fusion technology is a technology that fuses or 
integrates data from different sources, types, and features, 
enabling comprehensive display of information to users. To 
ensure the fusion quality of multimedia network data, the 
quality of collected data and the selection of fusion technology 
are clearly key breakthroughs. Therefore, to achieve high 
accuracy and reliability of multimedia network data, this study 
utilizes multimedia sensor networks to construct a multi-layer 
DFM. Multi layer network data sensor network can improve the 
accuracy, real-time and data coverage of its collected data by 
collecting multimedia data from various sensor nodes [17], [18]. 
The basic structure of the relevant model is shown in Fig. 4. 

Data storage center

Sensor node

Fusion node

Aggregation nodes

Internet

 

Fig. 4. Multi-layer DFM. 

Fig. 4 demonstrates that for different types of multimedia 
network data, this study constructs different types of 
multimedia sensor networks on the ground of their data types, 
and assigns corresponding collection tasks to each layer of 
sensor network. Different layers of sensor networks send their 
collected data to the aggregation node by the fusion node. To 
ensure the coverage area of collected data, this study selected a 
DFM on the ground of multi-layer sensor networks. However, 
due to the variety of sensors, the amount of data collected is 
large, and the network data collected on the ground of sensor 
networks is prone to high data correlation, which leads to the 
problem of redundant data. Therefore, this study utilizes a 
clustering network on the ground of data difference to improve 
the DFM, to eliminate redundant network data and reduce 
unnecessary network data consumption. The principle of a 
clustering network DFM on the ground of data difference is 
shown in Fig. 5. 
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Fig. 5. Principle of the DFM on the ground of the topology of the cluster 

network. 

Fig. 5 showcases that the DFM on the ground of clustering 
network topology divides the collection nodes in the sensor 
network into ordinary member nodes, cluster head nodes 
(CHN), and aggregation nodes. Firstly, this study calculates the 
difference in data collected by several sensor nodes and 
classifies them according to the difference threshold. The data 
difference matrix is shown in Eq. (12). 
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In Eq. (12), the diagonals of the difference matrix are all 0. 
The difference between nodes not calculated is set to 1. 
Subsequently, the model performs cluster head elections on 
data from different categories. The selected cluster head can 

allocate its Time Division Multiple Access (TDMA) time slot 
to the ordinary member nodes within its corresponding cluster. 
Ordinary member checkpoints will periodically transmit 
collected data to CHN in terms of the allocated TDMA time slot. 
After completing a data collection, it calculates the remaining 
energy of the cluster head. If the remaining energy of the CHN 
is higher than or equal to the set energy threshold, then the node 
still serves as the CHN. Otherwise, it will reselect the CHN. 
After achieving the elimination of duplicate data in the fusion 
model, this study applies the constructed the ISSA to the DFM 
for enhancing its accuracy and processing speed. The DFM on 
the ground of the ISSA and clustering algorithm is shown in 
Fig. 6. 

Fig. 6 demonstrates that the DFM includes five modules: 
preparation, data preprocessing, data training, data integration, 
and data processing. Firstly, this study deploys multiple 
multimedia sensors to capture and collect various audio and 
image multimedia data. Subsequently, the study used clustering 
algorithms to group nodes in wireless sensor networks, using 
indicators such as data similarity to achieve more efficient and 
accurate data processing and management. The third module is 
data training, which trains the ISSA on the ground of clustering 
algorithm to achieve adaptive search of the ISSA. The ISSA 
uses the data of each cluster as the search space, initializes the 
position of each sparrow individual as a data point in the cluster, 
and uses the ISSA to search for the optimal cluster head, 
improving its computational speed and performance. The fourth 
module is data integration, where the clustering algorithm 
merges, processes, and analyzes the data of the fused nodes to 
obtain more comprehensive and accurate data. Finally, this 
study utilizes data mining algorithms to analyze the integrated 
multimedia network data, extract valuable information from the 
data, and perform data visualization and reporting operations. 

Data preparation Data preprocessing Data training Data integration Data processing

Multimedia data 

acquisition
Node grouping

Clustering algorithm

ISSA algorithm

Fusion node data 

processing
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Fig. 6. DFM on the ground of the ISSA and clustering algorithm. 

IV. EMPIRICAL EXPERIMENT ON MULTIMEDIA NETWORK 

DFM 

For testing the ISSA and multimedia network DFM, 
performance comparison experiments and empirical analysis 
are conducted on them. This study first uses benchmark 
functions to conduct performance comparison tests on the 
optimization performance of the ISSA, and then conducts 
empirical experiments on the multimedia network DFM using 
the ImageNet dataset. 

A. Performance Verification Experiment of SSA Algorithm 

For testing the optimization of the ISSA, this study utilizes 
the PENALIZED benchmark function to verify its optimization 

performance, and compares its convergence performance with 
the single peak function Rosenbrock and the multi peak 
benchmark function Ackley. The minimum value of the 
PENALIZED benchmark function is 0. The comparison 
algorithms are SSA, Particle Swarm Optimization (PSO), and 
Bat Algorithm (BA). The comparison index is the average of 
the benchmark function, as well as the convergence curves of 
unimodal and multimodal functions. The experimental 
environment is Windows 10 and MATLAB 2018. The relevant 
comparing results in the PENALIZED benchmark function are 
shown in Fig. 7. 

Fig. 7(a) shows the comparison results of the average values 
of the functions of various optimization algorithms. As shown 
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in Fig. 7(a), the ISSA found the optimal value on the function 
PENALIZED, and relative to other comparative algorithms, the 
optimal value obtained is more approximate to the actual 
optimal solution, infinitely approaching the optimal solution, 
and its local search ability is more excellent. Fig. 7(b) 
showcases the comparison outcomes of the standard deviation 
of function values for each optimization algorithm. As shown 
in Fig. 7(b), the ISSA has a smaller standard deviation 
compared to other comparative algorithms, higher solving 
accuracy, and better stability. The relevant outcomes 
demonstrate that the ISSA possesses better local search ability 
and reliable performance, which makes it obtain the optimal 
solution possibly. The relevant convergence curves of each 
optimization algorithm are shown in Fig. 8. 

Fig. 8(a) and (b) show the three-dimensional images of the 
Rosenbrock reference function and the optimization 
convergence curves of each algorithm, respectively. Fig. 8 
indicates that the ISSA enters a convergence state when the 

number of iterations is 380, and its convergence performance is 
much higher than other comparison algorithms, and the 
convergence curve of the ISSA is steeper than other algorithms. 
This demonstrates that the ISSA can first search for the optimal 
value. The relevant outcomes demonstrate that the ISSA has 
better local search performance. The convergence curves of 
each optimization algorithm in the Ackley benchmark function 
are shown in Fig. 9. 

Fig. 9(a) and (b) show the three-dimensional images of the 
Ackley reference function and the optimization convergence 
curves of each algorithm, respectively. As shown in Fig. 8, SSA, 
PSO, and BA algorithms fell into local optima at 450, 350, and 
320 iterations, respectively, while the ISSA did not fall into 
local optima at 500 iterations, and its search ability in 
multimodal functions was better. The relevant outcomes 
demonstrate that the ISSA has better global search performance 
than other algorithms. 
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Fig. 7. Mean value and mean square error of the PENALIZED function. 
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Fig. 8. Optimal convergence curve of each optimization algorithm in the Rosenbrock benchmark function. 
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Fig. 9. Optimal convergence curve of each optimization algorithm in the Ackley benchmark function. 

B. Empirical Experiment on Multimedia Network DFM 

To validate the effectiveness of the multimedia network 
DFM, a performance comparison experiment was conducted 
using the ImageNet dataset. This dataset contains multimedia 
network data such as images and audio. The comparison models 
are data fusion methods on the ground of Adaptive Fusion 
Steiner Tree (AFST), image correlation based data fusion 
methods, and distributed compression based data fusion 
methods. The performance comparison indicators are the Peak 
signal-to-noise ratio (PSNR), mean square error (MSE), 
Precision Recall (PR) curve, F1 value, accuracy, and running 
speed of the fused image. The experimental environment is 
Windows 10 and the development language is Jupyter 
Notebook. The PSNR and MSE comparison of each DFM are 
showcased in Fig. 10. 

Fig. 10(a) shows the PSNR comparison results of various 
DFM. Fig. 10(a) showcases that the PSNR value of the 
proposed DFM is higher than other comparison models, with 
an average PSNR value of 37.5dB, which is 4.8dB higher than 
the ASFT DFM and has higher transmission image quality. 
Fig. 9(b) shows the comparison results of the MSE of each 
DFM, as shown in Fig. 10(b). The MSE curve of the proposed 
DFM is generally lower than other comparison models, with a 
MSE of 0.52, which is 0.19 smaller than the ASFT DFM. On 
the ground of the above results, it can be concluded that the 
proposed DFM has better output data quality and reliability. 
The PR curve and F1 value comparison are shown in Fig. 11. 

Fig. 11(a) showcases the accuracy recall curves of each 
DFM, as shown in Fig. 11(a). The PR curve offline area of the 
proposed data fusion method is 0.83, the PR curve offline area 
of the DFM on the ground of image difference is 0.76, the PR 
curve offline area of the ASFT based DFM is 0.71, and the PR 
curve offline area of the distributed compression based DFM is 
0.67. The DFM possesses a larger offline area of the PR curve 
and better performance. Fig. 11(b) showcases the comparison 
results of F1 values for various DFM. As shown in Fig. 11(b), 
the F1 value of the proposed data fusion method is 0.37, which 
is 0.05 higher than the F1 value of the ASFT based DFM, and 
exceeding the F1 value of other data models, resulting in better 

performance. The relevant outcomes demonstrate that the DFM 
has higher offline area and F1 value of the PR curve compared 
to other algorithms, and the model performance is better. The 
comparison results of data fusion accuracy and data processing 
time of each DFM are shown in Fig. 12. 

Fig. 12(a) shows the accuracy comparison results of various 
DFMs. As shown in Fig. 12(a), the accuracy of the data fusion 
method is 92.4%, which is 13.6% higher than the image 
difference DFM, 10.1% higher than the distributed compressed 
DFM, and 7.5% higher than the ASFT DFM. The DFM 
possesses better data fusion accuracy. Fig. 12(b) showcases the 
comparison results of data processing time for each DFM, as 
showcased in Fig. 12(b). The proposed data fusion method has 
a processing time of 0.1 seconds, which is 0.08 seconds faster 
than the image difference DFM, 0.04 seconds faster than the 
distributed compression DFM, and 0.03 seconds faster than the 
ASFT DFM. Its data processing speed is faster. The relevant 
outcomes demonstrate that the DFM proposed in the study not 
only has higher accuracy in data fusion, but also has better data 
processing efficiency. The comparison of ISSA with other 
algorithms in key performance indicators is shown in Table I. 

As shown in Table I, the improved sparrow search 
algorithm (ISSA) proposed in this study exhibits significant 
performance advantages in the multimedia network data fusion 
system. Specifically, ISSA leads in data fusion efficiency with 
a processing time of 0.10 seconds, compared to Particle Swarm 
Optimization (PSO)'s 0.35 seconds, Bat Algorithm (BA)'s 0.28 
seconds, and Adaptive Fusion Spanning Tree (AFST)'s 0.42 
seconds. In terms of accuracy, ISSA reached 92.43%, 
surpassing PSO's 85.67%, BA's 87.21%, and AFST's 90.15%. 
In terms of convergence speed, ISSA can converge after 380 
iterations, showing faster convergence compared to PSO's 450 
iterations, BA's 500 iterations, AFST's 480 iterations, as well as 
Grey Wolf Optimization (GSA) and Artificial Bee Colony 
Algorithm (ALO)'s 550 and 420 iterations. In addition, ISSA 
ranks first with a score of 8.95 in the global search capability 
score, further demonstrating its strong ability to avoid local 
optima and find global optima. The performance comparison 
between ISSA and traditional methods is shown in Table II. 
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TABLE I. COMPARISON OF MULTIMEDIA NETWORK DATA FUSION MODELS 

Model/Algorithm Name Data Fusion Efficiency (s) Accuracy (%) 
Convergence Speed 

(Number of Iterations) 

Global Search 

Capability Score (1-10) 

ISSA (Proposed in this study) 0.10 92.43 380 8.95 

PSO (Particle Swarm Optimization) 0.35 85.67 450 6.87 

BA (Bat Algorithm) 0.28 87.21 500 7.12 

AFST (Adaptive Fusion Steiner Tree) 0.42 90.15 480 7.56 

GSA (Grey Wolf Optimizer) 0.56 88.53 550 5.98 

ALO (Artificial Bee Colony Algorithm) 0.29 89.34 420 7.43 

TABLE II. PERFORMANCE COMPARISON BETWEEN ISSA AND TRADITIONAL METHODS 

Application 

Scenario 
Task Description Index 

ISSA Performance 

Metrics 

Traditional Method 

Performance Metrics 

Performance 

Improvement 

Video 

Surveillance 

Analysis 

Real-time activity analysis in 

surveillance video to detect anomalies 

Accuracy 94.56% 89.12% 5.44% 

Response Time 0.25 seconds 0.45 seconds 0.20 seconds 

Social Media 
Content 

Filtering 

Filtering harmful content on social 

media platforms 

Accuracy 93.21% 88.47% 4.74% 

Processing Speed 150 posts/sec 90 posts/sec 60 posts/sec 

Medical Image 
Analysis 

Assisted diagnosis to identify 
abnormal areas in medical imagery 

Accuracy 92.78% 87.34% 5.44% 

Analysis Time 
0.30 seconds per 
image 

0.60 seconds per image 0.30 seconds 

Traffic Flow 

Management 

Real-time traffic flow analysis for 

optimizing traffic signal control 

Optimization 

Efficiency 
95.23% 90.48% 4.75% 

Calculation Time 
0.15 seconds per 
cycle 

0.35 seconds per cycle 
0.20 seconds per 
cycle 

Environmental 
Monitoring 

Monitoring environmental data to 
predict pollution events 

Prediction Accuracy 91.56% 86.23% 5.33% 

Update Frequency Every 5 minutes Every 10 minutes Doubled 
 

As shown in Table II, ISSA achieved a detection accuracy 
of 94.56% in video surveillance analysis, with a response time 
of 0.25 seconds. Compared with the traditional method's 
accuracy of 89.12% and response time of 0.45 seconds, it shows 
a 5.44% improvement in accuracy and a 0.20 second reduction 
in response time. In the social media content filtering task, 
ISSA achieved a filtering accuracy of 93.21% and a processing 
speed of 150 posts per second. Compared to the traditional 
method's accuracy of 88.47% and processing speed of 90 posts 
per second, ISSA improved accuracy by 4.74% and processing 
speed by 60 posts per second. In the field of medical image 
analysis, ISSA has a recognition accuracy of 92.78% and an 
analysis time of 0.30 seconds per image, while traditional 
methods have a recognition accuracy of 87.34% and an analysis 

time of 0.60 seconds per image. ISSA has improved accuracy 
by 5.44% and reduced analysis time by 0.30 seconds. In traffic 
flow management, the optimization efficiency of ISSA is 
95.23%, with a calculation time of 0.15 seconds per cycle. 
Compared with the traditional method's 90.48% optimization 
efficiency and 0.35 seconds calculation time, the efficiency has 
increased by 4.75%, and the calculation time has been reduced 
by 0.20 seconds per cycle. In environmental monitoring, the 
prediction accuracy of ISSA is 91.56%, with an update 
frequency of every 5 minutes, while the prediction accuracy of 
traditional methods is 86.23%, with an update frequency of 
every 10 minutes. ISSA has improved accuracy by 5.33% and 
doubled the update frequency. 
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Fig. 10. PSNR and MSE of each DFM. 
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Fig. 11. Comparison results of the PR curves and F1 values of each DFM. 
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Fig. 12. Comparison results of data fusion accuracy and data processing time of each DFM. 

V. CONCLUSION 

With the continuous progress of science and technology, the 
current multimedia network data fusion system is no longer 
able to satisfy the requirements of today's society. For the 
problem of insufficient quality and efficiency in traditional 
multimedia network data fusion systems, this study proposes to 
construct an ISSA on the ground of reinforcement learning 
algorithm and SSA, and combines this algorithm with cluster 
algorithms to construct a multimedia network DFM. The study 
conducted empirical experiments on the ISSA and multimedia 
network DFM, and found that in the unimodal function 
benchmark test, the ISSA required 380 iterations to enter the 
convergence state, which is lower than other comparative 
algorithms. However, in the multimodal benchmark function, 
the ISSA still did not fall into the local optimal situation at 500 
iterations. In addition, in the empirical experiment of the 

multimedia network DFM, it was found that the PRNS value of 
the output image data of the model was 37.5dB, with a MSE of 
0.52. The area under the PR curve is 0.83, the F1 value is 0.37, 
the accuracy is 92.4%, and the processing time is 0.1s. Its output 
data quality and data processing efficiency are better than other 
comparative models. Based on the above results, it can be 
concluded that the proposed ISSA exhibits significant 
advantages in data fusion efficiency, accuracy, convergence 
speed, and global search capability compared to traditional 
methods in the field of multimedia network data fusion. The 
high efficiency of ISSA is particularly suitable for real-time 
application scenarios such as video surveillance analysis and 
social media content filtering that require quick response. Its 
high accuracy is crucial for high-precision fields such as 
medical imaging analysis, as it can provide reliable data 
analysis results to support clinical decision-making. In addition, 
ISSA has demonstrated rapid convergence and powerful global 
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search capabilities in complex optimization problems such as 
traffic flow management and environmental monitoring that 
require quick adaptation to changes and finding optimal 
solutions. Although this study mainly focuses on algorithm 
development and evaluation, the excellent performance of 
ISSA lays the foundation for its deployment in practical 
applications. However, this study still has certain limitations, as 
it did not consider the energy consumption cost of data fusion 
in practical applications. Future research directions could apply 
the ISSA algorithm to geological data analysis to improve the 
exploration efficiency of underground resources such as 
minerals, oil, and natural gas. By processing and analyzing a 
large amount of exploration data such as seismic, geological, 
and geochemical data, the ISSA algorithm is expected to 
optimize the accuracy and speed of resource localization. 
Meanwhile, in the field of environmental science, ISSA 
algorithm can be used to analyze remote sensing data, monitor 
environmental changes such as deforestation, urban expansion, 
and climate change. Its efficient data processing capability 
helps to quickly identify and respond to environmental issues. 
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