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Abstract—The classification of IP traffic is important for many 

reasons, including network management and security, quality of 

service (QoS) monitoring and provisioning, and high hardware 

utilisation. Recently, many machine learning-based IP traffic 

classifiers have been developed. Unfortunately, most of them need 

to be trained on large datasets and thus require a long training 

time and significant computational power. In this paper, I 

investigate this problem and, as a solution, present a hybrid 

system, which I call the ISITC, that combines the random forest 

(RF) and XGBoost (XGB) machine learning techniques with the 

support vector classifier (SVC) as the final estimator, the stacking 

classifier. This design leads to the development of a model that 

performs the classification of IP traffic and internet applications 

efficiently and with high accuracy. I evaluate the performance of 

the ISITC and various IP traffic classifiers, including neural 

network (NN), RF, decision tree (DT), and XGB classifiers and 

SVCs. The experimental results show that the ISITC provides the 

best IP traffic classification, with an accuracy of 96.7, and 

outperforms the other IP traffic classifiers: the NN classifier has 

an accuracy of 59, the RF classifier has an accuracy of 88.5, the 

DT classifier has an accuracy of 90.5, the XGB classifier has an 

accuracy of 89.8, and the SVC has an accuracy of 64.8. 

Keywords—Internet application classification; IP traffic 

classification; machine learning; machine learning techniques; 

stacking classifier 

I. INTRODUCTION 

IP traffic classification is crucial to network management 
and security [1], quality of service (QoS) monitoring and 
provisioning [2][3], and better hardware utilisation [4]. 
However, the emergence of encryption and encapsulation [5] is 
making this a difficult task. Traditional methods such as port- 
and payload-based identification and deep packet inspection 
(DPI) are becoming increasingly ineffective due to dynamic port 
numbers and encryption [6]. 

Machine learning (ML) techniques, especially decision tree, 
C4.5, and random forest algorithms, have shown promise in this 
area [2][6]. These techniques can be used to develop real-time 
classification systems, with the Bayesian network being 
particularly effective [7]. However, these machine learning-
based IP traffic classifiers need to be trained on a large dataset 
in order to be able to perform classification with high accuracy. 
Training on a large dataset is time consuming; it is not always 
possible to prepare large datasets and use them for the on-flight 
training of classifiers, and more computational resources are 
required. Moreover, many machine learning models do not 
achieve high accuracy when trained on small datasets [8]. 
Therefore, solutions to this problem are needed. The limitations 

of small datasets in achieving machine learning models with 
high accuracy may be due to the need for better methods [8] and 
the promotion of a data-centric approach to improving model 
performance [9]. In this research, I attempt to answer the 
question of how combined machine learning algorithms can be 
used to improve the accuracy of IP traffic classifiers with small 
datasets (containing only the most frequent features). 

To respond to this challenge, in this paper, I investigate how 
to develop an effective IP traffic classifier that can be trained on 
a small dataset. The main objectives of this research are (1) to 
analyse and evaluate the performance of neural network, random 
forest, decision tree, XGBoost, and support vector classifiers for 
IP traffic classification, (2) to develop a hybrid traffic 
classification system that can be trained on small datasets and 
used to classify IP traffic with minimum latency and high 
accuracy, and (3) to compare the performance of individual and 
hybrid IP traffic classifiers in terms of accuracy. I conclude that 
an intelligent hybrid system (combining different machine 
learning methods) can efficiently and effectively classify IP 
traffic when trained on a small dataset, as combining the 
strengths of different machine learning models can increase the 
ability to capture different patterns in datasets that individual 
classifiers might miss. The proposed system combines the 
random forest (RF) technique and the XGBoost (XGB) 
technique with the support vector classifier (SVC) in a way that 
maximises the possibility of achieving high performance in the 
IP traffic classifier using a small number of data. The proposed 
solution is called the Intelligent System for IP Traffic 
Classification (the ISITC). Efficient IP traffic classifiers such as 
the ISITC can result in the prioritisation of bandwidth for critical 
services, the improvement of network performance, a reduction 
in the need for expensive and computationally intensive manual 
traffic monitoring tools, and the possibility of faster monitoring, 
which can lead to anomaly detection and, thus, improve security. 

The main contributions in this paper are: (1) the investigation 
of different machine learning models used for IP traffic 
classification, (2) the introduction of an IP traffic classifier that 
can be easily implemented in networks without requiring high-
performance computing and (3) depends on a small dataset with 
few and general features to classify IP traffic, and (4) a 
comparative analysis of widely used machine learning models 
in the field of IP traffic classification. 

The remainder of the paper is organised as follows: Section 
II gives an overview of IP traffic classifiers based on individual 
machine learning models and IP traffic classifiers based on an 
ensemble. Section III presents the proposed solution, the 
intelligent system for IP traffic classification (the ISITC). 
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Section IV presents the results for the IP traffic classifiers, while 
Section V discusses the performance evaluation of the IP traffic 
classifiers. Section VI concludes this paper. 

II. REVIEW OF IP TRAFFIC CLASSIFIERS BASED ON 

INDIVIDUAL MACHINE LEARNING MODELS AND IP TRAFFIC 

CLASSIFIERS BASED ON AN ENSEMBLE  

In this section, I examine IP traffic classifiers based on 
individual machine learning models and IP traffic classifiers 
based on an ensemble. Many machine learning algorithms that 
have been used to classify IP traffic have achieved varying 
degrees of accuracy. For example, in a previous study, the 
Bayesian network and C4.5 achieved 94% accuracy, but this 
dropped to 88% for smaller datasets [10]. Furthermore, [2] 
showed that the size of the dataset significantly influences the 
classification performance. 

The random forest (RF) classifier is often used as an example 
of a single classifier [1][11][12]. In [1], the authors used random 
forest (RF), decision tree (DT), support vector machine (SVM), 
K-nearest neighbour (KNN), and naive Bayes (NB) classifiers 
to classify IP traffic. The RF classifier achieved the best 
accuracy, at around 87%. Random forest (RF) and convolutional 
neural network (CNN) classifier are used to classify the most 
common applications [11], and the models (RF and CNN) in this 
work were trained with datasets comprising more than 2 million 
samples. In [12], the authors focused on using random forest to 
study application-based traffic classification in an enterprise 
network. They collected traffic data in an enterprise network 
using OpenFlow in SDN. Then, the proposed classifiers were 
used to classify traffic flows in eight applications, namely: 
YouTube, Vimeo, Facebook, LinkedIn, Skype, BitTorrent, Web 
browsing (HTTP), and Dropbox. However, the proposed 
method is limited by the data provided by OpenFlow. 

In [13], the authors combined DPI and machine learning to 
classify network traffic. They first identified the traffic as far as 
possible using the DPI module and then used the machine 
learning module to identify the unidentified traffic. Although the 
classification accuracy of this model was more than 98%, the 
privacy of the traffic successfully identified via DPI was 
compromised and there was an additional delay in classifying 
the unidentified traffic using DPI. 

Decision trees (DTs) were used in [14], [15], and [16]. In 
[14], the authors determined whether the traffic flow was an 
elephant flow or a mouse flow. In [15], a DT was used to detect 
traffic among the top 40 applications in the Google Play Store. 
In [16], the authors used both decision tree and k-NN classifiers. 
They used two different datasets: one to classify the IP traffic 
among the top 37 apps in the Google Play Store and the other to 
classify the IP traffic among 45 apps. 

An SVM was used in [17] to classify IP traffic to one of eight 
applications (PPlive, TVAnts, SopCast, Joost, Edonkey, 
BitTorrent, Skype, and DNS) based on Netflow records. In [18], 
a deep neural network (DNN) was used to classify IP traffic to 
1 of 200 mobile applications. 

Due to the advantages of ensemble methods, which have 
shown promising results in internet traffic classification, many 
such methods have been developed [19][20][21][22]. In one 

study [19], an ensemble of SVMs with different kernels, extra-
tree-based feature selection, and majority voting was presented 
and achieved better results than single-kernel methods. 

Moreover, in another study [20], ensemble learning was 
combined with co-training techniques to address weak 
adaptability, limited accuracy of data flow, and the need for 
large labelled training sets. Xu et al. [21] presented an ensemble 
method using three neural networks as the base model and 
weight tuning, achieving an accuracy of 96.38% for the payload 
of the transportation layer of packets. In [22], an ensemble 
classifier for IP traffic was proposed for imbalanced but not 
small datasets. 

Although there are many methods of IP traffic classification, 
they need to be trained on large datasets, so there is still a need 
for efficient machine learning methods that can be trained on 
small datasets and achieve a good performance. Therefore, this 
study investigates this problem and proposes a technique that 
combines different techniques simply and efficiently to provide 
a solution that takes into account important factors such as the 
time required to train the model and the size of the training 
datasets (in terms of samples and features) while maintaining 
good performance. 

III. AN INTELLIGENT SYSTEM FOR IP TRAFFIC 

CLASSIFICATION 

This section provides an overview of the proposed solution, 
an intelligent IP network traffic classification system called the 
ISITC, and how it works. 

A. An Overview of the ISITC 

The ISITC is a hybrid intelligent system for IP network 
traffic classification that uses a combination of XGBoost (XGB) 
and a random forest (RF) with a support vector classifier (SVC) 
as the final estimator to efficiently classify network traffic into 
different application classes. 

B. How does the ISITC Work? 

During the training of the ISITC, the training data (80% of 
the total dataset) are divided into three folds. In each iteration, 
the XGB and RF are trained on two foldings and proceed to 
perform classification based on the remaining folding. The 
classifications performed by the XGB and RF are used as 
features to train the SVC. For each training example, a new 
feature set consisting of the classifications of the XGB and RF 
classifiers is obtained. Then, the SVC is trained on these meta-
features. It is important to note that the target labels remain the 
same but the input features are now the classifications of the 
XGB and RF. 

When the XGB and RF classifiers are trained on the entire 
training dataset, both perform classifications on the test dataset 
(20% of the entire dataset). These classifications performed by 
the XGB and RF classifiers on the test dataset are used to create 
the test meta-features that are used by the SVC to perform the 
final classifications on the test dataset. Fig. 1 shows the ISITC 
elements and their interactions during the training and testing 
processes. 
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Fig. 1. The architecture of the Intelligent System for IP Traffic 

Classification (the ISITC). 

To ensure that both the hyperparameters of the XGB and RF 
classifiers and the stacking ensemble are optimised, I use 
stacking with cross-validation (cv=3) and GridSearchCV in this 
solution, the ISITC. This method utilises the advantages of grid 
search to tune the hyperparameters and stacking for the 
composition of the XGB and RF classifiers. Fig. 2 shows the 
procedures for loading and splitting the dataset, determining the 
classifier parameters, the training and testing process, and the 
stacking process with 3-fold cross-validation for the XGB and 
random forest classifiers with SVC as the last estimator. 

 
Fig. 2. Training and testing procedures for the Intelligent System for IP 

Traffic Classification (the ISITC). 

The figure above shows the key steps in stacking classifiers 
with 3-fold cross-validation and optimising their performance 
using grid search. 

IV. RESULTS OF THE IP TRAFFIC CLASSIFIERS 

This section presents the dataset and the experimental setup, 
as well as the results for the IP traffic classifiers and the 
statistical analysis. 

A. Dataset and Experimental Setup 

The dataset used in this paper is part of the “IP Network 
Traffic Flows Labeled with 75 Apps” dataset [23]. The small 
dataset used comprises only 2172 samples and five applications. 

Table I shows the characteristics of the datasets and the 
experimental setup. 

TABLE I.  DATASET AND EXPERIMENTAL SETUP UNDER WHICH IP 

TRAFFIC CLASSIFIERS ARE EXAMINED 

Parameter Value 

Split ratio 80% training, 20% testing 

# of samples 2172 

# of classes 5 

# of instances in class 0 565 

# of instances in class 1 439 

# of instances in class 2 418 

# of instances in class 3 405 

# of instances in class 4 345 

Data scaling StandardScaler 

Combination Method Stacking  

Parameter tuning GridSearchCV, 3 folds 

Validation cross-validation using cross_val_score 

Statistical tests  t-test using ttest_ind 

B. The Results of the Different IP Traffic Classifiers 

In this section, the accuracy results for different IP traffic 
classifiers using different machine learning models are 
presented. In particular, the accuracy results for the neural 
network, random forest, decision tree, and XGBoost classifiers, 
the SVC, and the ISITC are presented. The experimental results 
show that the NN classifier has an accuracy of 59, the RF 
classifier has an accuracy of 88.5, the DT classifier has an 
accuracy of 90.5, the XGB classifier has an accuracy of 89.8, the 
SVC has an accuracy of 64.8, and the ISITC has an accuracy of 
96.7. The accuracy of each classifier is shown in Fig. 3. 

 
Fig. 3. Classification accuracy of IP traffic classifiers. 

To determine the optimal settings for each classifier when 
using a small dataset, I also evaluated the performance of these 
classifiers, including neural network (NN), random forest (RF), 
decision tree (DT), and XGBoost (XGB) classifiers, an SVC, 
and the ISITC (a stacked model using the RF and XGB, with the 
SVC as the final estimator). The accuracy results for each IP 
traffic classifier with different hyperparameters are shown in 
Fig. 4. 
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Fig. 4. Comparison of the performance of IP traffic classifiers—different 

parameters. 

I found that the IP traffic classifier using the neural network 
achieved an accuracy of 0.5195%, with the best configuration 
comprising hidden layers of size 150 and a learning rate of 0.01. 
The IP traffic classifier using the random forest model achieved 
an accuracy of 0.8897% with 100 estimators. The IP traffic 
classifier using the decision tree model showed an accuracy of 
0.9103% at a maximum depth of 30. 

The IP traffic classifier using the XGBoost model achieved 
an accuracy of 0.9609% with 120 estimators and a learning rate 
of 0.1. The IP traffic classifier using the SVC model showed an 
accuracy of 0.6483% with an "rbf" kernel. The IP traffic 
classifier using the ISITC, the proposed solution, achieved an 
accuracy of 0.9678% with an "rbf" kernel. 

To further analyse the performance of the classifiers, a 
confusion matrix (CM) was created for each IP traffic classifier, 
providing information on the number of correct and incorrect 
classifications for each class, as shown in Fig. 5, below. 

 

Fig. 5. Confusion matrix for the IP traffic classifiers. 

C. Statistical Analysis 

To assess the statistical significance of the observed 
differences in the performance of the IP traffic classifiers, t-tests 
were performed between the results of the cross-validation of 
the IP traffic classifiers. The t-test results are shown in Table II. 

TABLE II.  T-TEST RESULTS BETWEEN IP TRAFFIC CLASSIFIERS 

Classifier

1 

Classifier

2 

t-statistic p-value 

ISITC Neural 

Network 

7.67536406994655

7 

0.00154931559252727

6 

ISITC Random 

Forest 
4.29261462099269 0.01271977471031183

5 

ISITC Decision 

Tree 

5.22561829970132

05 

0.00640282467284333

4 

ISITC XGBoost 5.16365243326979

5 

0.00668116037112121

6 

ISITC SVC 8.81350004875503

7 

0.00091448019117152

98 

ISITC Neural 

Network 

7.67536406994655

7 

0.00154931559252727

6 

ISITC Random 

Forest 
4.29261462099269 0.01271977471031183

5 

ISITC Decision 

Tree 

5.22561829970132

05 

0.00640282467284333

4 

V. DISCUSSION ON THE PERFORMANCE OF THE IP TRAFFIC 

CLASSIFIERS 

In this section, the performance evaluation of IP traffic 
classifiers is discussed. From the accuracy results mentioned 
above (Fig. 3), the evaluation of the different IP traffic classifiers 
shows that the ISITC (a stacked model of RF and XGB, with 
SVC as the final estimator) provides promising results and 
significantly outperforms all the individual classifiers, including 
the standalone XGB model, which has the higher accuracy 
among the individual classifiers. 

When evaluating the different IP traffic classifiers with the 
different hyperparameters (Fig. 4), I found that the performances 
of the NN, RF, DT and XGBoost classifiers were very sensitive 
to the learning rate, with the NN accuracy decreasing 
significantly at higher learning rates. The SVC and ISITC 
classifiers showed consistent performance at different learning 
rates and different numbers of estimators, with the highest 
accuracy achieved with the ISITC, highlighting the advantage of 
hybrid classifiers with stacking. 

The ISITC classifier outperformed all single classifiers and 
the hybrid model, confirming that the combination of different 
models can further improve performance in IP traffic 
classification. The IP traffic classifier with the ISITC, the 
proposed solution, achieved an accuracy of 0.9678% with an 
"rbf" kernel, emphasising the advantage of hybrid classifiers 
with stacking. 

The higher performance of the ISITC can be attributed to its 
ability to capture various patterns in data that individual 
classifiers may miss. The random forest classifier captures 
complex relationships, while XGBoost recognises interactions 
between features perfectly. 
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Confusion matrices (Fig. 5) enable further analysis of the 
performance of each classifier by providing insight into the 
number of correct and incorrect classifications for each class. 
The NN classifier only performed well in class 2 classification 
(contributing to its lower overall accuracy), while class 0 is 
recognised with high accuracy by all other classifiers (RF, DT, 
XGBoost, and SVC). The ISITC's confusion matrix shows 
strong performance with a balanced classification, similar to the 
standalone XGB model, with the exception of class 1 and class 
3 classification (but also a slight increase in false positives). 

To ensure the scalability of the ISITC, cross-validation 
(cv=3) is used to evaluate the ISITC on three different datasets 
derived from the entire dataset during the training and testing 
phase, and the performance of the ISITC with different 
parameters and different datasets is shown in Fig. 4. 

The results of this study are consistent with those of previous 
studies that have emphasised the effectiveness of hybrid 
methods in classification in general. However, the specific 
combination of random forest and XGBoost classifiers with 
SVC as the final estimator has not been extensively studied, 
making this work a novel contribution. 

The t-tests performed to compare the ISITC and other IP 
traffic classifiers showed that the performance improvements 
observed were always statistically significant. For example, the 
t-test between the ISITC and the neural network showed a 
statistically significant difference in performance with a p-value 
of 0.15. The t-tests between the ISITC and the other classifiers 
(the random forest, decision tree, XGBoost, and SVC) also 
showed statistically significant differences in performance with 
p-values of 1.2, 0.6, 0.6, and 0.09, respectively. This means that 
the ISITC is different from the other IP traffic classifiers. 

VI. CONCLUSION 

In this paper, I propose a hybrid system called the ISITC, 
which simply and efficiently combines random forest (RF) and 
XGBoost (XGB) classifier techniques with an SVC as the final 
estimator to classify IP traffic with a small dataset. The ISITC 
classifier presented here can efficiently classify IP traffic with a 
high accuracy of 96.7%, which holds promise for improving 
network management, security measures, and quality of service 
(QoS). The ISITC outperforms IP traffic classifiers with NN, 
RF, DT, or XGB classifiers or SVCs. The t-test values show that 
there is a statistically significant difference in the accuracy of 
the ISITC and the other IP traffic classifiers. These results 
emphasise the potential of advanced hybrid classifiers to 
significantly improve the accuracy and reliability of IP traffic 
classification. Furthermore, the ISITC results confirm that the 
combination of different models can further improve 
performance in IP traffic classification. In the future, further 
research should be conducted on combinations of classifiers and 
their performance should be tested on different datasets. In 
addition, future work could explore advanced ensemble 
techniques and further tuning of hyperparameters to improve the 
performance of hybrid models. 
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